Abstract—Usually in reinforcement learning, the goal of the agent is to maximize the expected return. However, in practical applications, algorithms that solely focus on maximizing the mean return could be inappropriate as they do not account for the variability of their solutions. Thereby, a variability measure could be included to accommodate for a risk-sensitive setting, i.e., where the system engineer can explicitly define the tolerated level of variance. Our approach is based on multi-objectivization where a standard single-objective environment is extended with one (or more) additional objectives. More precisely, we augment the standard feedback signal of an environment with an additional objective that defines the variance of the solution. We highlight that our algorithm, named risk-sensitive Pareto Q-learning, is (1) specifically tailored to learn a set of Pareto non-dominated policies that trade-off these two objectives. Additionally (2), the algorithm can also retrieve every policy that has been learned throughout the state-action space. This in contrast to standard risk-sensitive approaches where only a single trade-off between mean and variance is learned at a time.

Main contributions. We propose to add this risk measure as an additional objective to the standard, single-objective problem through the process of multi-objectivization [16]. Multi-objectivization means creating multiple feedback signals for what is underneath still a single-objective problem. In our case, we are interested in both the expected quality of solutions, as well as the variability in their observed quality. We present risk-sensitive Pareto Q-learning, a reinforcement learning algorithm that does not use weight parameters or constraints in its learning process, but rather learns in parallel a set of Pareto optimal policies that trade-off solution quality and variance, encoded in the multi-objectivized environment. This way, a multi-policy algorithm is constructed that uses a ‘train one time, test many times’-principle, meaning that the algorithm does not need to re-learn once new preference information is available.

Outline. This paper is organized as follows. In Section II, we describe necessary concepts such as single and multi-objectivization, objective reinforcement learning, and multi-objectivization. Subsequently, in Section III, we present the risk-sensitive Pareto Q-learning algorithm and we discuss its design specifications. Furthermore, in Section IV, we empirically evaluate the algorithm on two benchmark environments and discuss the results. Finally, in Section V, we summarize the paper and form conclusions.

I. INTRODUCTION

Reinforcement learning covers a wide range of techniques that aim to solve sequential decision making problems. Traditionally, the goal of the agent is to learn a policy that maximizes the expected accumulated reward over time, i.e., its return. Over the years, researchers have attempted to introduce the notion of risk into this learning process. By risk we mean the deviation of the observed return from the expected return, due to the stochastic nature of the environment. For instance, in the case of an agent learning to drive a car from point A to point B, it might not be appropriate to solely focus on the policy that minimizes the average time between these two points, but also to consider the amount of times this ‘fast’ behaviour results in collisions. In such situations, the system engineer might be interested in policies that result in a slight decrease in performance but are less risky and more robust. Over the years, many definitions of risk have been proposed. The variance in the solution quality is typically taken as a measure of risk [18]. Risk-sensitivity has been previously researched in reinforcement learning literature [7], [1], [11]. The common approach is to learn a single policy that either maximizes the mean reward objective while satisfying constraints defined in terms of the policy’s variance, or that maximizes a weighted linear combination of mean and variance. However, defining these constraints or weights a priori might not be straightforward and the semantics of the weight parameter might be hard to grasp. Also, when the preferences of the system designer change, the algorithm would have to re-learn as every experiment only learns a single policy-at the time.

A. Reinforcement learning

A reinforcement learning [19] environment is typically described by means of a Markov Decision Process (MDP). An MDP can be described as follows. Let $S = \{s_1, \ldots, s_N\}$ be the state space of a finite Markov chain $\{x_t\}_{t\geq 0}$ and $A = \{a_1, \ldots, a_r\}$ the action set available to the learning agent. Each combination of current state $s_i$, action choice $a_i \in A_i$ and next state $s_j$ has an associated transition probability $T(s_j | s_i, a_i)$ and immediate reward $R(s_i, a_i)$. The goal is to learn a policy $\pi$, which maps each state to an action so that the expected accumulated future discounted reward $J^\pi$ is maximized:

$$J^\pi \equiv E \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, \pi(s_t)) \right]$$

(1)

where $\gamma \in [0, 1)$ is the discount factor and expectations are taken over stochastic rewards and transitions. This goal can also be expressed using $Q^\pi$-values which explicitly store the expected discounted reward for every state-action pair. The optimal $Q^\pi$-values are defined as follows.

$$Q^\pi(s, a) = R(s, a) + \gamma \sum_{s'} T(s' | s, a) \max_{a'} Q^\pi(s', a')$$

(2)
Watkins described an algorithm to iteratively approximate $Q^*$. In the $Q$-learning algorithm [26], a $Q$-table consisting of state-action pairs is stored. Each entry contains a value for $Q(s,a)$ which is the learner’s current estimate about the actual value of $Q^*(s,a)$. The $Q$-values are updated according to the following update rule:

$$
\hat{Q}(s,a) \leftarrow (1 - \alpha_t)\hat{Q}(s,a) + \alpha_t[r + \gamma \max_a \hat{Q}(s', a')] \tag{3}
$$

where $\alpha_t$ is the learning rate at time step $t$ and $r$ is the immediate reward received for performing action $a$ in state $s$. Provided that all state-action pairs are visited infinitely often and a suitable evolution for the learning rate is chosen, the estimates, $\hat{Q}$, will converge to the optimal values, $Q^*$ [20].

### B. Multi-objective reinforcement learning

Multi-objective reinforcement learning (MORL) is an extension to standard reinforcement learning where the environment consists of two or more feedback signals, i.e.

$$
R(s, a) = [R_1(s, a_1), \ldots, R_m(s, a_m)] \tag{4}
$$

where $m$ is the number of objectives. In MORL, a solution is a policy $\pi$, evaluated by its expected return $J^\pi$, a vector of expected discounted returns for each objective; Thus,

$$
J^\pi \equiv [E[\sum_{t=0}^{\infty} \gamma^t R_1(s_t, \pi(s_t))], \ldots, E[\sum_{t=0}^{\infty} \gamma^t R_m(s_t, \pi(s_t))]] \tag{5}
$$

Since the environment now consists of multiple objectives, conflicts can arise when trying to simultaneously optimize the objectives. In such cases, trade-offs between these objectives have to be learnt, resulting in a set of policies. A policy $x_1$ is said to strictly dominate another policy $x_2$, i.e. $x_2 \prec x_1$, if the performance on each objective of $x_1$ is strictly less than the corresponding performance of $x_2$ and performance in at least one objective is strictly greater. If $x_1$ improves on $x_2$ on some objective and $x_2$ also improves on $x_1$ on one or more objectives, $x_1$ and $x_2$ are said to be incomparable. The set of non-dominated policies is referred to as the Pareto front. In [23], a general framework for MORL algorithms was proposed that extends the scalar $\hat{Q}$-values to $\hat{Q}$-vectors that store a $Q$-value for each objective, i.e.

$$
\hat{Q}(s,a) = [\hat{Q}_1(s,a), \ldots, \hat{Q}_m(s,a)] \tag{6}
$$

Current approaches in MORL often use scalarization functions [23], [22] to reduce the dimensionality of the underlying multi-objective environment to a single scalar. Scalarization functions often imply that an objective $o$ is associated with a weighted coefficient, which allows the user some control over the nature of the policy found by the system, by placing greater or lesser emphasis on each objective. In a multi-objective environment, this trade-off is parametrized by $w_o \in [0, 1]$ for objective $o$ and $\sum_{o=1}^{m} w_o = 1$. In most cases, a linear combination of the objectives is considered, i.e. $\sum_{o=1}^{m} w_o \cdot \hat{Q}_o(s,a)$. The linear scalarization function is intuitive and can easily be employed to solve multi-objective problems with traditional single-objective solution techniques. As a downside, the linear scalarization function is limited to learning only a subset of the Pareto front, i.e., the solutions that are optimal for a convex combination of the objective values and their corresponding weights. Hence, solutions situated in non-convex parts of the objective space cannot be discovered [21].

### C. Multi-Objectivization and Risk-Sensitivity

Multi-objectivization is a mechanism that converts a single-objective problem into a multi-objective problem in order to improve performance on the original objective, as measured by solution quality, time to solution, or some other measure [16]. This idea has received most attention in evolutionary computation literature where it is divided into two major categories depending on the type of objectives added to the original problem. Firstly, multi-objectivization can be employed to decompose the original, single objective into multiple objectives [16], [12], [14]. A good example is training decision trees using the misclassification of each individual class separately instead of the total misclassification [10]. Secondly, multi-objectivization can add extra objectives [15], [3] to improve the performance of the solution technique. For example, in Genetic Programming (GP), Bleuler et al. [2] and de Jong et al. [9] show that adding a second objective to minimize program size resulted in the evolution of smaller and more accurate programs. This extra objective basically encodes Occam’s razor, and addresses the typical GP issue of evolving large and too complex programs. Other examples are using the number of recursive calls to a procedure and the number of iterations in loops to optimize running time when generating programming competition tasks [6], or turning a constrained problem into an unconstrained one with extra objectives encoding those constraints [25], [17]. Multi-objectivization was introduced in reinforcement learning to incorporate multiple pieces of heuristic knowledge in order to speed up learning [4], [5].

In the context of risk-sensitivity, a second objective related to the variance of the return [18] or with its worst value [13], [8] is added. Several approaches have been proposed for reinforcement learning [7], [1], [11] that learn either to maximize the mean reward objective while satisfying constraints defined in terms of the policy’s variance, or that maximize a weighted linear combination of mean and variance. Thus, when the level of tolerance changes, the algorithm is required to re-learn from scratch and significant amounts of computational effort are wasted.

### III. Risk-Sensitive Pareto Q-Learning

In the previous sections, we have elaborated on standard approaches for risk-sensitive multi-objective reinforcement learning that employ a linear scalarization function. The limitation of these approaches is the fact that only a single policy is retrieved at a time, which lies in a specific area of the Pareto front. In this section, we aim to overcome these issues by presenting the risk-sensitive Pareto Q-learning (RSPQ) algorithm. This algorithm is an extension to the Pareto Q-learning algorithm [24] that does not learn a single policy at a time, but instead it learns a set of non-dominated trade-off policies, i.e., policies that yield a non-dominated trade-off of expected mean reward and expected variance on that same reward. In the internal working of the algorithm it
stores and evolves a set of $\hat{Q}$-vectors, i.e., a $\hat{Q}_{\text{set}}$ for each state-action pair. This mechanism requires the original $Q$-learning update rule of Equation 3 to be augmented to work with sets of vectors of $\hat{Q}$-values.

In the following subsections, we will elaborate on the design specifications of the RSPQ algorithm. In Section III-A, we will present the internal mechanisms of the algorithm to learn multiple policies at the same time. In Section III-B, we will propose an action selection strategy that can be used to explore the state and action space based on the fruitfulness of the $\hat{Q}_{\text{set}}$ of each state-action pair. In Section III-C, we will elaborate on a tracking mechanism that extracts the actions in the state space corresponding to a specific trade-off policy. Once the system designer selects a certain tolerance level, the policy that maximizes the constrained expected reward is recovered from the set of learned policies. This tracking mechanism can then retrieve the corresponding state-action sequence that approaches the estimated mean reward of that policy over time.

A. Learning multiple policies at the same time

Before we proceed to the specifics of learning in risk-sensitive environments, we first analyse the process of updating sets of vectorial estimates over time. In the single-objective $Q$-learning algorithm, the bootstrapping rule updates an estimate of an $(s, a)$-pair based on the reward and an estimate of the value of the next state [26]. The update rule guarantees that the estimated $Q$-values converge to their expected future discounted reward, even when the environment has a stochastic transition function. In this section, we analyze the problem of bootstrapping sets of vectors, which is required to learn multiple policies at the same time.

The set-based bootstrapping problem boils down to the general problem of updating the set of vectors of the current state-action $(s, a)$-pair with an observed reward vector $r$ and a set of non-dominated vectors of the next state, $ND_t(\cup_{a'}\hat{Q}_{\text{set}}(s', a'))$ over time. The difficulty in this process arises from the lack of correspondence between the vectors in the two sets, i.e., it is not clear which vector of the set of the current $(s, a)$-pair to update with which vector in $s'$. This correspondence is needed to perform a pairwise update of each vector in $\hat{Q}_{\text{set}}(s, a)$ with the corresponding vector (if any) in the other set (see Figure 1). Our solution to this problem consists of decomposing the $Q$-values into separate components that can be learned individually. For simplicity reasons, we first limit ourselves to environments with deterministic transition functions. We then proceed to highlight the minimal extensions to the algorithm to also cover stochastic transitions.

In standard, single-objective $Q$-learning (Eq. 3), $\hat{Q}$-values store the sum of the estimated value of the immediate reward plus the future discounted reward. Our idea consists of storing this information separately. We use $\overline{R}(s, a)$ to denote the average observed immediate reward vector of $(s, a)$ and $ND_t(s, a)$ the set of non-dominated vectors in the next state of $s$ that is reached through action $a$ at timestep $t$. The next state of $s$ is determined by observing the transitions during learning. By storing $\overline{R}(s, a)$ and $ND_t(s, a)$ separately, we allow them to converge separately as well. This way, no explicit correspondence between the two sets is required and the current set of non-dominating policies at timestep $t$, $ND_t(s, a)$ is allowed to evolve over time. The $\hat{Q}_{\text{set}}$ of $(s, a)$ can be calculated at run time by performing a vector-sum over the average immediate reward vector and the set of discounted Pareto dominating future rewards:

$$\hat{Q}_{\text{set}}(s, a) \leftarrow \overline{R}(s, a) \oplus \gamma ND_t(s, a).$$  \hspace{1cm} (7)

Whenever the action $a$ in $s$ is selected, the average immediate reward vector $\overline{R}(s, a)$ is updated and the $ND_t(s, a)$ list is updated using the non-dominated $Q$-vectors in the $\hat{Q}_{\text{set}}$ of every action $a'$ in $s'$, i.e., $ND_t(\cup_{a'}\hat{Q}_{\text{set}}(s', a'))$.

We present an algorithmic outline of the Pareto $Q$-learning algorithm in Algorithm 2. The algorithm starts by initializing the $\hat{Q}_{\text{set}}$’s as empty sets. In each episode, an action is selected using a particular action selection strategy (line 5). How we actually perform the action selection based on the $\hat{Q}_{\text{set}}$’s will be presented in the subsequent section. Afterwards, the environment transfers the agent to state $s'$ and provides the reward $r$. Based on this reward, a second reward is created in an incremental fashion that specifies the mean absolute deviation (MAD) of the reward of action $a$: where $n(s, a)$ is the number of times action $a$ in $s$ was selected, $r$ is the immediate reward obtained after selecting action $a$ in state $s$, $\overline{R}(s, a)$ is the average immediate reward and $sum_{AD}$ is a temporary variable storing the sum of the absolute deviations. As a result, vector $r$ is created with $r_1 = r$ and $r_2 = -MAD(s, a, r)$, because reinforcement learning is typically formulated as a maximization problem. In state $s'$, the non-dominated $Q$-vectors for each action are retrieved at line 8 and are discounted. At line 9, the average immediate reward for each objective, $\overline{R}(s, a)$, is iteratively updated given the new reward $r$ and the number of times that action $a$ was sampled, denoted by $n(s, a)$. The algorithm

### Algorithm 1 on-line MAD(s,a,r)

1: $\Delta \leftarrow (r - \overline{R}_1(s, a))$
2: $sum_{AD} = sum_{AD} + \sqrt{\Delta(r - \overline{R}_1(s, a))}$
3: return $\frac{sum_{AD}}{n(s,a)}$
Algorithm 2 The Risk-Sensitive Pareto Q-learning algorithm

1: Initialize \( \hat{Q}_{\text{set}}(s, a) \)'s as empty sets
2: \textbf{for} each episode \( t \) \textbf{do}
3: \hspace{1em} Initialize state \( s \)
4: \hspace{2em} \textbf{repeat}
5: \hspace{3em} Choose action \( a \) from \( s \) using a policy derived from the \( \hat{Q}_{\text{set}} \)'s
6: \hspace{3em} Take action \( a \) and observe state \( s' \in S \) and reward vector \( r \in \mathbb{R}^m \)
7: \hspace{2em} \textbf{until} \( s \) is terminal
8: \hspace{1em} \textbf{Update ND policies of } \( s' \text{ in } s \)
9: \hspace{1em} \textbf{Update average immediate reward}
10: \hspace{1em} \textbf{Update MAD of immediate reward}
11: \hspace{1em} \textbf{Make the rewards vectorial}
12: \hspace{1em} \textbf{Proceed to next state}

proceeds until the \( \hat{Q}_{\text{set}} \)'s converge or after a predefined number of episodes.

Although we do not provide a formal proof on the convergence of RSPQL, its convergence can be argued by the observation that the procedure of repeatedly calculating the set of non-dominated vectors, as was applied in White's algorithm [27], is guaranteed to converge and the fact that the convergence of the \( \mathcal{R}(s, a) \) is trivial.

The updating principle can also be extended to stochastic environments, where the transition probability \( T(s'|s, a) \neq 1 \) for some next state \( s' \), given state \( s \) and action \( a \). In the case of stochastic transition functions, we store the expected immediate and future non-dominated rewards per \( (s, a, s') \)-tupple that was observed during sampling, i.e., \( \mathcal{R}(s, a, s') \) and \( ND_i(s, a, s') \), respectively. By also considering the observed frequencies of the occurrence of next state \( s' \) per \( (s, a) \)-pair, i.e., \( F_{s,a,s'} \), we estimate \( T(s'|s, a) \) for each \( (s, a) \). Hence, we learn a small model of the transition probabilities in the environment, similar to Dyna-Q [19], which we use to calculate a weighted pairwise combination between the sets. To combine a vector from one set with a vector from the other set, we propose the C-operator, which simply weighs them according to the observed transition frequencies:

\[
\mathcal{C}(\hat{Q}(s, a, s'), \hat{Q}(s, a, s'')) = \frac{F_{s,a}}{\sum_{s'' \in S} F_{s,a}} \hat{Q}(s, a, s') + \frac{F_{s,a}}{\sum_{s'' \in S} F_{s,a}} \hat{Q}(s, a, s''). \tag{8}
\]

B. Action selection

The action selection strategy is an adaptation to the traditional \( \epsilon \)-greedy action selection. In the case of a greedy selection step, the mechanism keeps the partial order of the Pareto relationship and simply considers if an action \( a \) has a non-dominated vector across every other action \( a' \) or not. In the greedy mode, the approach eliminates any actions which are dominated, and then selects uniformly at random amongst those non-dominated actions. In the random mode, the mechanism selects an action uniformly at random from the entire set of action in the current state.

C. Retrieving a desired tolerance level

At any given time, it might be necessary to inspect the set of learnt policies and to select one that matches the criteria of the decision maker. In our setting, the decision maker can specify a minimal mean level (MML) after a normalization process. This is a percentage specifying the minimal required level of mean reward that needs to be satisfied. For instance, in the case of an MML of 50%, the algorithm filters the set and only includes the policies within 50% of the best policy w.r.t. the reward and then selects the policy with the smallest mean absolute deviation from this set. In the situations where MML equals 0% and 100%, the algorithm selects the policy with the highest mean reward and the policy with the lowest deviation, respectively.

Because of the nature of the multi-policy setting, one needs to select actions consistently in order to retrieve a desired policy based on the \( \hat{Q} \)-vectors. If one would select actions based on local information about the ‘local’ Pareto front attainable from each action, then there is no guarantee that the cumulative reward vectors obtained throughout the episode will be globally Pareto optimal. This process is highlighted in Figure 2 (a) where the state space is an 8 \( \times \) 8 grid and three global Pareto optimal policies exist, each given a different colour. In Figure 2 (b), we select actions that are locally non-dominated, i.e., non-dominated within the current state. The black policy is a sequence of locally optimal actions, as it always overlaps with one of the coloured lines. However, the resulting policy is not globally Pareto optimal. Hence, when multiple actions are considered non-dominated, one can not randomly select between these actions when exploiting a chosen balance between criteria. In that case, actions need to be selected consistently.

In order to solve the problem of locally optimal actions that are globally dominated, we define a globally greedy policy as a policy \( \pi \) that consistently \textit{follows or tracks} a given expected return vector \( V^\pi(s) \) from a state \( s \) so that its return equals \( V^\pi(s) \) in expectation. Therefore, we need to retrieve \( \pi \), i.e., which actions to select from a start state to a terminal state.

The pseudo-code of the tracking algorithm for environments with deterministic transitions is listed in Algorithm 3.
The agent starts in a starting state \( s \) of the environment and has to follow a particular policy so as to obtain the expected value of the policy from that state, i.e., \( V^\pi(s) \), at the end of the episode. For each action of the action set \( A \), we retrieve both the averaged immediate reward \( \mathcal{R}(s, a) \) and \( N D_t(s, a) \), which we discount. If the sum of these two components equals the target vector to follow, we select the corresponding action and proceed to the next state. The return target to follow in the next state \( s' \) is then assigned to \( Q \) and the process continues until a terminal state is reached. When the vectors have not entirely converged yet or the transition scheme is stochastic, the equality operator at line 7 should be relaxed. In this case, the action is to be selected that minimizes the difference between the left and the right term. In our experiments, we select the action that minimizes the Manhattan distance between these terms.

**Algorithm 3** Track policy \( \pi \) given the expected reward vector \( V^\pi(s) \) from state \( s \)

1: \( target \leftarrow V^\pi(s) \)
2: repeat
3: for each \( a \) in \( A \) do
4: \( \text{Retrieve } \mathcal{R}(s, a) \)
5: \( \text{Retrieve } N D_t(s, a) \)
6: for each \( Q \) in \( ND_t(s, a) \) do
7: if \( \gamma Q + \mathcal{R}(s, a) = target \) then
8: \( s \leftarrow s' : T(s'|s, a) = 1 \)
9: \( target \leftarrow Q \)
10: end if
11: end for
12: end for
13: until \( s \) is not terminal

**IV. EXPERIMENTAL VALIDATION**

In this section, we experimentally evaluate the RSPQ-algorithm on two environments with similar characteristics, i.e., worlds where the agent encounters situations that balance mean performance and variance. We first describe these two environments and their optimal trade-off policies. Subsequently, we denote the performance of RSPQ-learning on two performance criteria.

**A. Small environment**

The environment we propose is a small grid-world environment where the agent needs to find policies that takes it from the start state to the goal state. Upon selecting an action, the environment deterministically transitions the agent to the corresponding neighbouring state. However, the reward it receives is stochastic and depends on the amount of mud in the cell. A visual representation of the environment is provided in Fig. 3.

![Fig. 3. The small environment contains a single row of muddy states. The mud in these states decreases as the distance from the optimal path to the goal state increases.](image)

As there are decreasing levels of mud as the distance from the start to the goal increases, there are different trade-off solutions in this environment, i.e., the shortest path is very noisy while the longest path is entirely deterministic. In this environment, the optimal policies correspond to the following sequence of actions; first, the agent selects \( i \in [0, 5] \) actions
that take it left, followed by 2 upward actions and again $i$ actions that take it right until the goal state has been reached. Depending on the value of $i$, different trade-offs between mean and variance are struck. The optimal trade-off policies are depicted in a Pareto plot in Fig. 4 (a) and in a sorted bar-chart in Fig. 4 (b). The purpose of the RSPQ-learning algorithm would be to learn and exploit these trade-off solutions simultaneously.

As we are learning multiple policies simultaneously, which potentially may involve different parts of the state space, we found it beneficial to employ train and test phase, where in the train mode, we learn with an $\epsilon$-greedy action selection strategy with decreasing epsilon. At episode $eps$, we assigned $\epsilon$ to be $0.999^{\text{eps}^4}$ to allow for significant amounts of exploration in early runs while maximizing exploitation in later runs of the experiment. In the test mode of the algorithm, we perform multiple greedy policies using Algorithm 3 for 11 thresholds to retrieve a certain MML tolerance of the elements in $ND(\cup_{a}Q_{\text{set}}(s_0, a))$ of the start state $s_0$. In Fig. 5, we average the accumulated returns along the paths and their mean absolute deviation over time for this range of MML thresholds. The results are averaged over 100 trials, each consisting one train and test phase. In the figure, we see that the 11 lines correspond to a trade-off between mean performance and deviation, i.e., the lowest line performs worse on the mean objective, but corresponds to a very stable policy as its mean absolute deviation is zero. On the contrary, the line on the top conforms to the policy with the highest mean reward over time but also to the riskiest policy. The policies between those two extremes leverage a certain trade-off between these two objectives.

In Fig. 6, we denote the hypervolume over time of the learned policies in the start state, i.e., $HV(ND(\cup_{a}Q_{\text{set}}(s_0, a)))$ where $HV$ is a function that calculates the hypervolume of the set of $Q_{\text{set}}$ of the start state $s_0$. We see that over time, the hypervolume of these vectors approaches the hypervolume of the optimal vectors in Fig. 4 (a). This entails that the policies being learned actually converged to the optimal policies. It is important to note that the line is decreasing over time as the $Q$-vectors were initialized optimistically.

The outcome of the experiments is presented in Fig. 9 and 10. As we see, RSPQ-learning is able to retrieve the different trade-offs that present a compromise between mean reward and risk. We see that only in this larger environment, the hypervolume of the vectorial estimates in the start state approaches the volume of the policies of Figures 8 (a).
V. CONCLUSIONS

In this paper, we have analysed methods for combining a notion of risk in the process of learning an optimal policy. Through the process of multi-objectivization, the reward signal is augmented to incorporate an additional objective. This supplementary objective relates to the variance of the original objective and can be used to improve the performance of the solution technique. As a result, the objective space is multi-dimensional and therefore, there usually is no single optimal policy but a set of optimal trade-offs that leverage mean performance and variance. Previous approaches that attempted to tackle this problem, relied on an a priori scalarization process where the system engineer would provide a threshold before the optimization process takes place. Because the specification of this threshold is far from trivial and in the case of shifting aspiration, the optimization process needs to be repeated multiple times before a desired trade-off is reached. In this paper, we have proposed and analysed RSPQ-learning, an algorithm that simultaneously learns Pareto non-dominated trade-off policies that leverage mean performance and variance. We have also included a mechanism that allows to track a policy with a desired threshold level based on a lexicographic ordering throughout the state and action space. We experimentally evaluated the algorithm on two small environments and we have seen that the tracking mechanism allows to retrieve the trade-off policies through the state space and that their vectors of $\hat{Q}$-values converge to their optimal values. With the development of RSPQ-learning we have scratched the surface for concurrently learning multiple trade-off policies although the experimental environments remain artificial and relatively small. In future work, we would like to analyse RSPQ-learning on challenging and real-life environments. At the same time, it would be interesting to research how function approximation can be adapted to represent sets of $\hat{Q}$-values. A possible idea is to fit the elements in each set through a geometric approach, such as for instance ordinal least-squares. If the environment would consist of two or three objectives, we would be fitting the vectors on a curve or a plane, respectively. In that case, we would be learning the shape of the Pareto front through local interactions that each update parts of this geometric shape.
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