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Abstract

This paper contains a description of two experiments that have been done to test self-organisation and cultural evolution as possible mechanisms for explaining the origins of language in general and the origins of phonological systems in particular. Using computer simulations of agents that try to communicate using speech sounds, together with a selectionist algorithm where successful phonemes are kept and unsuccessful ones discarded, an adaptive and open-ended phonology is created. The first experiment involves a rather abstract model of human speech, while the second experiment involves a (simplified) physical model. In both experiments the same selectionist algorithm was used. The first experiment was meant to test the basic idea of self-organisation and cultural evolution, while the second one was meant to test these ideas in a more complex and realistic setting. Both have shown that communicative success can increase while communicative complexity also increases. The implications of this for linguistics are discussed, as well as possible and necessary future research.

1. Introduction

Phonology is the study of sound systems of languages [9]. It studies the set of sounds in a language, as well as the rules that govern the possible combinations of sounds. Phonology is based on phonetics, the study of the production and perception of human speech sounds in general [13]. Where phonology is language dependent, phonetics is language independent. Phonology itself is essential for the description of languages. It also provides a basis for, for example, morphology and of the study of language change.

Current research into phonological theory investigates mostly the processes that transform internal representations of what a speaker wants to say into the actual sounds that are produced. Usually a number of rules and a number of levels of operation are postulated for this. Highly influential is the theory of Chomsky and Halle[5], but other theories exist as well [21].

Phonologists also study the patterns that underlie the sets of sounds in human languages. The sounds that occur in any given language are not a random subset of the possible speech sounds. On the contrary: highly regular patterns determine the occurrence and co-occurrence of speech sounds throughout the world’s languages. These are called phonological universals [7][16].

Phonologists try to explain this using distinctive feature theory [11]. Features are (usually) binary oppositions between groups of phonemes. For example, /p/ and /t/ are [-voiced], whereas /b/ and /d/ are [+voiced]. Languages “choose” a number of features to make distinctions between speech sounds. Phonological distinctions are learnt by learning to distinguish the features. It is found that some features are always learnt before other features, and that some features imply the presence of other features. Opinions differ as to what exactly the different features should be, but agreement exists that there should be one universal set for all languages.

Where phonological features come from, and how we learn and use phonological rules is still a subject of study and debate in phonology, although most phonologists assume that a lot of structure is innate and therefore the same for all humans. Unfortunately, the question where the structures came from in the first place is not often addressed but see [17][19].

In this paper a new point of view on phonology is proposed. This point of view is based on the theories developed by Luc Steels [23]. The basic point in which his theory differs from the more current theories in linguistics is that language is a collective phenomenon. Nobody is in control of the language, and no speaker has a complete and accurate image of the language. According to Steels, there is not such a thing as de Saussure’s langue [6] nor does an idealised language competence as assumed by Chomsky [4] exist.

1 Although, obviously, not all languages use all features.
In Steels’ theory language is something that emerges through the interaction of language users trying to communicate with each other and learning the language from each other. Coherence is created by self-organisation, not by innate language competence\(^2\). Language complexity comes to be through processes such as evolution (cultural, not genetic), co-evolution and level formation, each investigated in complex systems’ theory and observed in other complex systems, such as biological ones [17].

The consequence is that language is seen as an open system, in which none of the actual language users has complete control, nor complete knowledge of the language, as it is slowly, but constantly changing. Language is also a complex adaptive system, as it adapts to new circumstances. New words as well as new ways to express things come to be, and the language adapts itself to the changing needs of the speakers and to the new ways in which the speakers apply it. Examples can be found in the emergence of pidgin and creole languages, in the splitting of a language in a written form and a spoken form once writing systems are introduced (for example in Tibetan[8]) or in the emergence of group languages and slang [24].

These theories have been applied to a number of linguistic fields, particularly in the formation of semantics and a lexicon [22]. In the research described in this paper a first attempt is made to investigate the possibilities to apply the theory to phonology. In the next section the framework of the experiments will be described. In section 3 a first, simple experiment is described. In section 4 a more open-ended and realistic experiment is described. In section 5 the implications of these experiments are discussed, and in the last section the future possibilities of the experiments are discussed.

2. The Experiments

The experiments described in this paper are based on an artificial life like approach to linguistics. Artificial life\([14,15]\) is the study of complex (biological) processes using computer simulations. More in general it is a synthetic approach to science, as opposed to the more common analytic approach. In the analytic approach, complex systems are observed, described and analysed in order to understand them. In the synthetic approach, possible mechanisms are implemented using computer simulations. Mechanisms that produce behaviour that is similar to the observed behaviour of the real system are regarded as plausible models of the real system. In practice both methods will be used at the same time: analysis provides possible mechanisms that can be tested by computer simulations, which then provide feedback for further analysis.

Our computer simulations are based on two mechanisms: selectionism and simulation games. Selectionism operates analogously to natural evolution: possible solutions to a given problem are generated and tested, and the most successful solutions are kept. The least successful ones will be thrown away. In our system the problem is communication under certain constraints. The possible solutions are phonemes and combinations of them. The generation of phonemes in our system is random, but it is quite possible, and probably even necessary to generate phonemes in a more intelligent way. This will be discussed in section 6.

Language games\(^3\) in Steels’ terminology [23] are interactions between agents in which the agents use language to communicate certain information, together with a number of rules of how the interaction should be structured and a definition of when such a game is successful. Agents can take part in multiple simultaneous language games. The goal of language games is to communicate information, either information about the agents’ environment or about the language itself. If the communication is about the language itself, usually a non-verbal means of communication, such as gestures or observation of the other agent’s actions will be necessary.

A language game in Steels’ and Wittgenstein’s terminology are also always about an outside reality, about which the agents try to tell each other something. In our experiments this was not (or only marginally) the case. Our agents played games only with sounds that were not related directly to an outside reality (except the physical reality in which the sounds are produced and perceived). We will therefore talk about imitation games.

In our experiments two agents are involved in the imitation game. The purpose of playing the imitation game is getting a phonology that is more or less the same for both agents, starting from scratch. In order to

\(^2\) There remains the possibility that things that had to be learnt at first, later become innate through genetic evolution and the so-called Baldwin effect [1].

\(^3\) The term language games is used somewhat differently by us than by the inventor of the term, Wittgenstein[25].
play the imitation game both agents build up a list of words and a list of phonemes (see Figure 1). Both are initially empty.

![Diagram of the agent](image1)

**Figure 1: The agent**

The short-term goal of the imitation game is imitation. If one agent succeeds in imitating the sound produced by the other agent, the game is considered successful. The rules of the game are as follows: an agent, the initiator, generates a word, which is built up of a number of phonemes. This word is then heard by the other agent (the replicator) and analysed into the phonemes this agent knows. The replicator then produces the word that is built up of these phonemes. The initiator listens to this word and analyses it into its own phonemes, which are then compared to the original word. Depending on the similarity, non-verbal communication is used to signal the success of the imitation game to the replicator. The phonemes and words that were used in the exchange are rewarded according to the overall communicative success. Agents take turns in playing initiator and replicator. The imitation game is illustrated in Figure 2.

![Diagram of the imitation game](image2)

**Figure 2: The imitation game**

The selectionist mechanism operates on the words of an agent. Words with a high score (compared to the other words of the agent) are kept, and words with a low score are thrown away. If, after the words have been thrown away, there are phonemes that are not used by any word that is left over, these will be thrown away as well. From time to time, new words are generated, and if it is too hard to generate a new word with the existing phonemes, a new phoneme is generated.

Some remarks should be made on the assumptions that have been made in our experiments. The first assumption is that speech is produced and analysed in terms of phonemes. This is not a very controversial assumption, but there exist theories that claim that speech is processed on either the lower level of features [5][11] or on the higher level of syllables [3][18]. Both theories have their advantages and disadvantages, and we will not discuss them here, but we should remark that the way humans analyse speech in terms of phonemes is probably also an outcome of a selectionist (evolutionary) process. The fact that we start with an analysis into phonemes already present should therefore be considered as a theoretical bias.

Two other assumptions, that are not linguistic assumptions, but just simplifications of our computer simulation are that there is no noise and agents never speak at the same time. Speech sounds are perceived as well
as they are produced. Also we assume that there is no cost in producing speech. This is unrealistic, but the utterances of our system are so short that a cost would probably not make much difference.

3. A First System

The first system that will be described was designed to test the ideas of self-organisation and co-evolution. In this system no modelling of the processes of articulation or perception was undertaken. The agents communicate with each other by transferring strings of features that represent phonemes. In order for the system to remain interesting, neighbouring phonemes influence each other. From this system one cannot yet expect results that are interesting for the study of human phonological systems: for this the possible variation is too limited.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{[-back]} & \text{[-sh]} & \text{[+v]} & \text{[-v]} & \text{[+v]} \\
\hline
\text{[+sh]} & p/m & b/m & t/\theta & v/m \\
\text{[+back]} & c/\eta & j/\eta & j/\eta & z/\eta \\
\text{[+sh]} & k/\eta & g/\eta & x/\eta & y/\eta \\
\hline
\end{array}
\]

Table 1: Example of [+cons] phonemes. Per entry [-nasal]/[+nasal] are shown

Agents try to communicate with each other by transferring a sequence of phonemes which are represented by a number of features. Agents do not have to worry about when a phoneme starts and when it ends. In a realistic system this would be a big problem (see section 4). However, in our system, phonemes are transferred one by one.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{[-back]} & \text{[+sh]} & \text{[+round]} & \text{[+low]} & \text{[+low]} \\
\hline
\text{[+sh]} & i/\ddot{\imath} & e/\ddot{e} & y/\ddot{y} & \alpha/\ddot{a} \\
\text{[-sh]} & e/\ddot{e} & a/\ddot{a} & \ddot{u}/u/ & \alpha/\ddot{a} \\
\hline
\text{[-sh]} & \ddot{u}/u/ & a/\ddot{a} & \ddot{u}/u/ & \ddot{u}/u/ \\
\text{[+back]} & \ddot{u}/u/ & a/\ddot{a} & \ddot{u}/u/ & \ddot{u}/u/ \\
\hline
\end{array}
\]

Table 2: Example of [-cons] phonemes. Per entry [-nasal]/[+nasal] are shown

Phonemes are represented by a list of eight features. For consonants: [+consonantal], [+/-nasal], [+/-back], [+/-sharp], [+/-voice], [+/-fricative], [+/-long] and [+/-high tone] and for vowels: [-consonantal], [+/-nasal], [+/-back], [+/-sharp], [+/-low], [+/-rounded], [+/-long] and [+/-high tone]. It must be said that the features presented here have been chosen rather to make it possible to present the phonemes to a human observer of the experiment than to provide a firm theoretical basis. The possible consonants are given in Table 1, the possible vowels are given in Table 1.

The features are used to determine the influence of phonemes on each other. Phonemes in sequence in all human languages are found to influence each other. This has been explained by rules that determine the influence of phonemes on each other or by reference to dynamic aspects of the articulatory process [2]. In our system the influence of phonemes on each other is determined by a subset of the features of the phonemes, their crucial features.

The crucial features of phonemes, which are enumerated for every phoneme, are those features that are crucial for the recognition of a phoneme. If these features are present in a sound, the phoneme is said to be recognised. For example, in nasals in English, in many circumstances only their nasality is crucial. Thus they assimilate in place of articulation (“impossible” [\textipa{im\ddot{u}\vphantom{\ddot{u}}p\ddot{a}s\ddot{a}b}], but “incorrect” [\textipa{\textipa{\vphantom{\ddot{u}}t\ddot{h}k\ddot{a}r\ddot{t}}]) or they lose their consonantal character completely and nasalise the preceding vowel (“can’t” becomes [\textipa{k\ddot{a}nt}]). In our system crucial features are considered strong: they are able to transfer their values to other phonemes.

The influence works as follows: if a phoneme appears between two other phonemes, or between one phoneme and the word boundary, and if the neighbouring phoneme(s) have the same value for a feature that is marked crucial for both, the intermediate phoneme takes over the value of this feature.
From the simulation a number of observations can be made: the success of communication increases, even though the number of phonemes and the number of words increases. Also the length of the words rises to a certain maximum, which depends on certain parameters, such as the likeliness with which the system creates new phonemes, and the speed with which words are allowed to grow in length.

The results of two experiments will be presented and compared in some detail. Both experiments consisted of letting two agents evolve a phonology based on the system described above. In the first experiment (the experiment with the short words) words grew slowly. In the second experiment (the experiment with the long words) words grew more quickly. In both cases the agents were allowed to communicate 40 000 times.

Let us first look at the short word experiment. The average length of the words stayed below 2 (see Figure 3), so in order to create the thousand or so words that are used in the system, some fifty phonemes were present in the end (see Figure 7). Communicative success of individual phonemes was slowly rising, and the best phoneme of the agent has a communicative success of nearly 100% (Figure 5). Of course an average communicative success of 100% for all phonemes can never be reached, as new phonemes are constantly created.
These results can be compared with the ones of the experiment with longer words. The average length of words in this experiment approached 3 (Figure 6). In this experiment communicative success of the best phoneme was nearly 100% (Figure 4), but the average success was a bit lower and fluctuated more. This can be explained by taking into account that the influence of phonemes on each other is bigger in longer words. An interesting observation is that, because the words are longer, less phonemes are needed in order to make the words. For the 600 words that are present in the end, only 15 phonemes suffice(Figure 8). In the experiment with the short words, 38 phonemes were present for 600 words.

The forms of words were also interesting: in some cases agents succeeded in imitating each others words perfectly. In other cases the imitations resulted in phonemes that were different in one or two features. For example, in one experiment a successful phoneme was pronounced [ɤ] by one agent and [ɔ] by the other, the feature [sharp] not being crucially distinctive in this case. We can also compare the sets of the most used (more than 5 times) and most successful ( >70%) phonemes that were found in the agents after a period (10 000 cycles) of evolution. In the first agent the phonemes were: [ɔ], [ɛ], [ɔ], [h], [ʃ], [ʃ] and [ʃ]. In the
second agent the corresponding phonemes were: [ø:], [æ:], [ɛ], [ɨ], [ɨː], [ɨː] and [ɣ:]. The dia-
critics ['] and [’] stand for [+high tone] and [-high tone] respectively, and [:] stands for the feature [+long].
The correspondence between most of the phonemes is clear. The [ɛ] and [æ:] differ only in the feature [round] and the [ɨ] and [ɨː] differ only in the feature [sharp]. The phonemes [ɨː] in the first agent and [ɣː] and [ɣːː] in the second agent are more problematic. It is not very likely that they correspond with each other, rather that they correspond with a set of phonemes of the other agent, depending on their context.

4. Towards a More Realistic System

The experiment that has been described in the previous section was based on a rather abstract model of human speech. In order to investigate more human-like patterns of speech, a more realistic system needs to be built. A first attempt to do this was based on a very simple articulatory speech generator, a dynamic model of articulation and a neural-network model of speech perception. The difficulties of signal processing in this experiment caused the results to be less than those of the previous experiment, but nevertheless some real signs of the emergence of a primitive coherence of speech sounds have been found.

The speech synthesiser can be controlled by four articulatory parameters: lip rounding, tongue position, tongue height and voicing. These parameters are transformed in three formant frequencies using a simple linear transformation based on some observations by Ladefoged [12:ch. 8]. The relative strengths of these formant frequencies are calculated using another simple heuristic, where formants with higher frequency are weaker, especially if the lips are rounded.

The synthesiser is able to produce vowels in a recognisable way, and also to produce an approximation of (glottalised) stops. However, in further experiments a more realistic model would be needed, as our present model is not able to produce a large enough variation of speech sounds.

The articulation of speech sounds is dynamic (based partly on the work of Browman and Goldstein [2] and Saltzman [20]). Phonemes are described by a number of goal values of the articulators. If the phoneme has to be articulated, the articulators start moving towards this goal position. If the next phoneme starts, the articulators start moving towards this new goal position, even if the first goal position was not already

Figure 9: Best score of phonemes in the complex system.

Figure 10: Average score of phonemes in the complex system.
reached. In this way three effects are captured: the incomplete articulation of phonemes, the influence of phonemes on each other and the transitions between phonemes that can be observed in human speech. However, no attempt was made to capture the idea of crucial features of the previous experiment.

The processing of the speech signal by the listener is done by partitioning it using a very simple heuristic, and by trying to recognise the segments using a neural network. The partitioning is necessary, in order to slice up the continuous input signal in snapshots that the neural network can handle. Such a snapshot is taken if the change of the frequency spectrum is less than a certain threshold (this would indicate a vowel in our system) or when a signal appears after silence or silence appears after the signal (the first case would indicate the end of a stop consonant, the second case the beginning of a stop consonant). The frequency spectrum is then fed into a neural network.

The neural network is based on the perceptron [10:ch. 5], and is organised as follows: for each frequency bin in the frequency spectrum (32 in our system) there is an input node in the neural network. For each phoneme there is an output node. The network is trained in such a way that the output nodes produce a maximum signal if the frequency spectrum is prototypical for the phoneme that is associated with the node. The network functions in a winner-take-all way, so that the node with the maximum strength wins, and the associated phoneme is considered recognised.

The agent trains its networks by talking to itself (the self-training arrow in Figure 2). It says words to itself, and listens to the sounds it produces. It then reinforces the connections between the frequency bins and the node of the phoneme that it is currently saying.

Some variations on the speech recognition have been tried out, such as using feature detectors, that react to certain events in the speech signal, or the use of special detectors for the transitions between phonemes. Both of these approaches were not sufficiently successful for separate presentation. Both the feature detectors and the transition detectors grew to fast in number. This does not mean that the approaches are without value. Just that the main focus of this research is on the selectionist, self-organising aspects of the system. When these are understood more fully, we can work on better signal processing.

The results have been less impressive than in the previous experiment. The rate of success of phonemes was much lower than in the previous experiment. The results in Figure 9 and Figure 10 and can be compared with those of Figure 5 or Figure 4. Although these results are much worse, they are still better than random performance, if one compares the number of phonemes in Figure 11. In random performance one would expect the fraction correctly recognised phonemes to be the reciprocal of the number of phonemes. In fact the fraction is higher.

To give an idea what kind of conversations take place in the complex system, an utterance and the attempt at imitation are presented in Figure 12. Note that in fact the imitation is quite like the original utterance. Although this example was selected because it showed a good imitation, and there are a lot of conversations in which the agents do not succeed in properly imitating each other, there is still quite a large number of conversations in which the imitation is as good as this one. The average performance is quite low, because there also is a large number of conversations that fail totally.

A definite problem of the complex system is that the number of phonemes stays very low, so that rather long words have to be formed, which hinders recognition. This indicates that the sound system of the agents petrifies too quickly, probably because the neural networks are overtrained on the first few phonemes.
5. Discussion and Conclusion

The above experiments have shown that it is possible for agents that do not have any linguistic knowledge in common, but that do have the proper speech production and -processing capabilities, to develop a common set of speech sounds with which to communicate. Although the experiments so far have not been very realistic (but there is a number of ways in which they could be improved, see section 6), we still might want to consider their implications for linguistics in general and the study of phonology in particular.

The question the experiments were supposed to answer was whether self organisation and evolution⁴ could be the basis of a coherent set of speech sounds for communication between two agents. This was based on Luc Steels’ theory [23] that these processes might be responsible for the origin of language. The results of the experiments are positive in the sense that a higher than random communicative success and an increase in communicative complexity was found.

If the phonologies of languages are the result of an evolutionary process and of self organisation, then phonological universals must also be the result of this process, and not of innate processes. The contrary would be true: phonological universals, caused by evolution and self-organisation might be the (indirect) cause of genetic change through the Baldwin-effect. The universals will then have a functional cause: the combination of evolution and self-organisation picks out certain solutions to the problem of communication through speech more easily than others, because their communicative success is higher.

Another conclusion is that there is no such thing as an ideal and complete description of the phonology of a language. The phonology is an emergent phenomenon of the interactions between the speakers. No speaker has a complete and accurate picture of the phonology. Change and variation are inherent in such a system, as everybody probably has a slightly different knowledge of the phonology. Change is caused by amplifica-

⁴ Meaning evolution of the language itself, not of the genetic makeup of the speakers. We are therefore talking about cultural evolution, not about genetic evolution. The language can evolve even when the speakers themselves do not change.
tion of the variations, which in turn is dependent on external, mostly social factors. In this way rapid cultural evolution can take place.

The author realises that these ideas differ radically from those that are current in linguistic research. They put to question the central position of Chomsky’s [4] idealised language competence or de Saussure’s *langue* [6]. Not only do they imply that nobody has knowledge of the ideal language, they also imply that it does not exist at all, and is not even necessary. Communicative success is assured by constant adaptation and self-organisation, not by a standard to which everybody has to confirm.

Even if one does not accept these conclusions, the approach to phonology presented in this paper might be an interesting new way of investigation. Theories about the origins of phonology and of phonological change can now be tested in another way than by linguistic observation and reconstruction. Implementing them as computer models using techniques from artificial life can bring to light their strengths and weak points and makes comparison of different theories easier.

6. Future work

The systems described in this paper have been rather simplistic. Three ways of extending the research should be explored. First of all the self-organising and evolutionary mechanisms should be extended. The creation of new phonemes is random in our system, but probably needs to be guided by knowledge about phonemes that are already present and by observations of the other speaker’s phonemes. Also the detection and recognition of phonemes should evolve from general to specific. If an agent only has a few phonemes, its recognition mechanism can be crude. This mechanism should become more and more specific if more phonemes are created.

Secondly the speech production and speech recognition models should be made more realistic. An articulatory synthesiser based on a physical model of the human vocal tract should be added, together with a more complete model of the dynamics that underlie articulator movements, so that more and more complex sounds can be made. When this is done, the processing of speech sounds should be made more powerful accordingly.

A third way of extending the research is by making variations on the imitation games. At the moment here is one type of interaction: that between two agents that start without any knowledge. Variations could be: interactions between multiple agents, between agents with different levels of knowledge (for example one without any knowledge and one or more with a developed phonology), between agents that already have knowledge of phonology, but of different phonologies, and experiments where a large number of agents with a spatial distribution communicate, and where nearby agents have a higher probability of communicating with each other than agents that are further apart.
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