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SMART Law

SMART Law
SCIENTIFIC Evidence-based, data, accuracy, test, 

optimisation

MATHEMATIC Indicators, metrics, mathematical models 
and reasoning

ALGORITHMIC Algorithms 

RISK Probability 

TECHNOLOGY IT Infrastructure, sensors, IoT, IoP, 



3 conversations : from law 1.0 to law 3.0
Conversation Topic Participants

Law 1.0 How to apply legal rules to a
particular set of facts ?

Attorneys and judges with the
courtroom as the venue for
decision

Law 2.0 Fitness for purposes : whether
existing rules are fit for
regulatory purposes ?

Lawyers, lawmakers, policy-
makers, and regulators

Law 3.0 Fitness for purposes : whether
rules or technological measures
are better fit for regulatory
purposes ?

Lawyers, lawmakers, policy-
makers, regulators,
technologists, …



2020



2021

2022



THE ENCOUNTER OF TWO WORLD-
VIEWS : INFORMATICS V. LAW

INFORMATICS 
Law is nothing but 
operations on data

• Data

• Operations on data 
(algorithms) / data 
processing 

LAW
Digital technologies are 

things

• Legal Persons 

• Things 

• Rights, Duties and 
Transactions 





Law = 
Data+Data
Processing

« One day we may even have easily
machine-readable rulebooks, which will
foster compliance by regulated
entities », SEC, 22 février 2021.

« And as we accelerate our goal of
becoming a data and
digital first regulator (…) », Financial
Conduct Authorithy, 22 septembre
2021.



European and international approach : 
Rules on Data & Rules on algorithms

GDPR – Personal Data (Data Subject)
Rules regarding non-personal data

Intellectual Property 

Ethical AI – Trustworthy AI
(Rules on algortihms & Liability) 



Lawyers vs. Engineers 



Collaboration is needed 



1. How can AI 
help law ?



Law-Making & 
Legislative 
Drafting



AGILE REGULATION (WEF & OECD)



AGILE REGULATION - Toolkit



Rac as a Policy Movement



Commonwealth Scientific and Industrial Research
Organisation

The goal is that computer-assisted reasoning using these
logics should give the same answers as judges and
lawyers doing legal reasoning about the black-letter law.
This vision is not just machine-readable web pages or
PDF documents, but rather, machine-interpretable
legislation, so computers can help to automate
compliance - to reduce the cost of red tape and improve
the quality of risk management in society.

This vision is sometimes called “Rules as Code”. When
legal texts can be represented in this way, it enables the
potential to build digital tools to help people to interact
with the law. This could help to address the cost burdens
and inefficiencies described above.



OECD – « RULES AS CODE »



OECD – « RULES AS CODE »
Rules as Code (RaC) aims to change government rulemaking. Fundamentally, RaC proposes
to create a machine-consumable version of some types of government rules, to exist
alongside the existing natural language counterpart. More than simply a technocratic
solution, however, RaC represents a transformational shift in how governments create rules,
and how third parties consume them.

By integrating technology into rulemaking from the outset, it brings the policy development
and implementation components of the current process closer together to better align
intent and outcomes. In allowing third parties to consume an official version of machine-
consumable government rules, it also promises the potential for quicker service delivery, a
more consistent application of the rules and greater efficiencies for rule takers.

“It could also drive a more consistent application of the rules, as third parties are enabled to
consume an official version of machine-consumable rules directly from government”.



Rule-Making institution
Adpots legal texts in natural language

(laws, regulations, etc)

Rule-making and application life cycle

Citizens, business and 
Legal operators



Rule-Making institution

Adpots legal texts in natural language
(laws, regulations, etc)

Rule-making and application life cycle in RaC

Citizen, business and 
Legal operators

Adopts legal texts in computer language
(laws, regulations, etc)

Machine 
“consumable”



Why RaC?

Pragmatic
Law as a constraint in 

computational devices

Legisprudential
Co-drafting improves 

law’s clarity, consistecy
and efficacy 

Operational
lowers costs and is 

more agile 
to implement

“Interoperability” (OECD)
“Law-ready for 4th industrial revolution” (WEF)

“Automation” (WEF)

“Desintermediation”
(OECD)

“Reduce 
complexity” 

(OECD)

“Better 
regulation” 

(EU)

“more 
fariness” 
(OECD)
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Figure 2.2. Consuming rules 

 
Note: With only a natural language, human readable form of government rules, entities have to interpret and translate rules into coded forms 
(which can create inconsistencies or errors) multiple times. Figure 2.2 Shows how creating an official, machine-consumable version of rules 
could enable their more consistent consumption and use by government (and its agencies), business and people by minimising the translation 
gap. 

This could have a range of impacts from necessitating an overhaul of the current rule creation process to 
making it easier for rules to be consumed (known and acted upon accordingly). Another major effect of 
making rules machine-consumable is that rules become easier to recognise and act upon for machines, 
but also for humans. This would likely be achieved indirectly, in that the coded version of the rules could 
inform tools (such as applications) that facilitate a better and more accessible understanding of government 
rules for individuals and businesses. 

Formulating and recording rules in clear and precise language, which is unambiguous as possible, aids 
their effective and consistent implementation. It allows them to be known and shared, and supports 
standardisation in their application. The more explicitly rules are formulated, the less chance of rule takers 
interpreting them differently and reaching diverging understandings and expectations of what is allowed or 
not. While this is true for all rules, clarity, precision and consistency in application are particularly important 
for government rulemaking. Of course, sometimes there is value in having less detailed and precise laws 
that act as high-level signals, that is, as indications of what is desired or valued (or what is to be avoided) 
e.g. a law against hate speech. Here, the manner in which the rule is applied needs to take into account 
the specifics of different cases and evolve over time as the intent and details of the rule are solidified in 
light of the working reality. This element of the law and rulemaking cannot and should not be discounted – 
but it should also be recognised that, especially in a digital context, all rules will be implemented in some 
form and thus ultimately translated into precise and specific rules anyway. 

As digital transformation unfolds, many rules become more and more embedded in digital systems and 
structures. For instance, rather than knowing the details of tax law, many will simply rely on digital systems 
when completing their tax return, accepting that it is likely in compliance with the rules because the system 
said so. In this way, humans will act in accordance with the rules embedded in digital infrastructure, even 
though the rules themselves may no longer be immediately apparent or visible (but with the knowledge 
that they are accessible and interrogable). 

Source: OECD, Cracking the code: Rulemaking for humans and machines (2020)

Translation Gap for Machine-Consumable Rules
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Figure 3.2. The ‘translation gap’ in current rulemaking 

 
Source: Digital.Govt.NZ, 2018 

Three related problems 

The world is changing at an unprecedented rate, often in unexpected directions. The Embracing Innovation 
in Government global trends report of 2019 identified that ‘digitalisation [is] transforming economies, 
governments and societies in complex, interrelated and often unpredictable ways’ (OPSI, 2019: 13). 
Digitalisation has ‘sped up’ the world and made it increasingly connected. This has amplified the complexity 
of issues, as well as the complexity of responses needed to address them. As a result, governments have 
often struggled to prepare for, shape, adapt to and keep pace with this changed context. Likewise, the way 
governments create rules is under pressure and often falling behind what is now needed and expected. 
This is exacerbating old problems, while also creating new ones. Here, these problems can be understood 
as relating to three main areas: 

x Interpretation and translation of intent: In requiring repeated interpretation multiple times and in 
multiple stages throughout rule creation and implementation, the current process risks 
misunderstanding. This can create a gap between policy intent and implementation, as well as 
uncertainty and costs for consumers of the rules. This is magnified when happening at speed, as 
the ability to compare a rule’s intent with feedback about its in-practice implementation and its 
application to unanticipated contexts is hampered by ongoing, often irregular change. 

x Complexity: The current process is not well equipped to handle the twin-challenge of growing 
complexity and fast-paced change, which characterises governments’ operating environments. 
This can reduce the quality and timeliness of government rulemaking. This is amplified by the 
transboundary interconnectedness that comes with globalisation and digitisation, and which 
requires that effective rulemaking addresses local and international contexts (OECD, 2019c). 

x Efficiency: Inefficiencies accrue in the current rule-creation process, especially in terms of the 
testing and revision of rule changes. By failing to provide an official set of government rules in 

Legislation drafter
Lawyers/legal operators 
translate legislation into 
actionable rules

Software developers 
translate actionable 
rules into code

Translate Translate

Process & Costs of Translation Gap

Based on  OECD, Cracking the code: Rulemaking for humans and machines (2020)

• Human readable documents 
& webpages

• Inconsistent definitions
• Hard to interpret & model 
• Hard to detect changes

• Legislation is interpreted 
according to organisation 
or personal priorities

• Accounable only within 
organization 

Directions from 
“business” interpreted 
into programatic 
terms for business 
systems

Change A Change A1 Change A2
Change A3

Structured language Structured language Structured language
IT/business systems

(with rules embedded)

e.g. money laundering 
detection software e.g. 
LEZ rules incorporated 
in cars or navigation 
applications



RaC to improve 
inclusiveness and fairness?

Law is accessible to 
civil society in machine readable format

Applications to make law 
human readable 

Access via APIs & softaware library
Structured language

Develop tools for 
citizens

Chatbots
Information services
Legal design
Multilingual access
Simulators

NGO’s
Consumer associations
Public administration
Researchers 
Etc.

Requesting a 
planning permit



Discussion : 
What are the consequences ? 

What are the risks ?



Programming Paradigms ?

Imperative Procedural

Object-Oriented

Declarative Functional

Logic



New Drafting Methods? 
User-Centric Law



"I teach contract law at 
Harvard Law School and I 
can't understand my credit
card contract. » (2009)Elizabeth Warren, US Senator  



Plain Language Movement

David Millinkoff, The Language of the Law, 
1963. 

« The Language of the Law, is a massive
examination of the failure of law language by
either criterion. »

R.L. Goldfarb



Plain Language Movement



Legal Design: front-end et back-end 

Source: M. Hagan, Law by design



Personas & Journey



Legal Design 
& RaC

UML – Use Case Diagram 



Prototype & 
Test



RaC
Step by Step New LegislationExisting Legislation

Test RaC

Test beds, proto-typing,  etc.

Implement computer language

Choose a language,  Interpret statues, write code 

Evaluation tools & dashboards

Intrinsic complexity, technical complexity, referrals, readability, etc. 

Domain knowledge + computational  methods

Ontologies, knowledge graphs, networks, etc.

Pre-process legislation

Clean data, explore, apply NLP

Mine and Compile legislation 

Find legislation, mine, export, store in a central database

Test RaC

Test beds, proto-typing, etc. 

Implement computer language

Choose a language,  Interpret statues, write code 

Evaluation tools & dashboards

Intrinsic complexity, technical complexity, referrals, 
readability, etc.

Introduce co-drafting 

Set up interdisciplinary teams: Programmers, 
subject matter experts, service delivery, etc.

Implementation 
Machine 

“consumable”



Legacy ?



Wanted
Legislative Data 

Pipeline



Methodology Overview



Database Infrastructure



Akoma Ntoso Technical Standard 



Akoma Ntoso Implementation
(Prototype)



Legislator 
Dashboard (1)



Legislator 
Dashboard –
Readability 
Test (2)



Method – Annotations (8427) 
ANT software ULB



Legislator Dashboard (3) – Complexity test (cross-references)



Legislator Dashboard (3) – Complexity test (cross-references)

Externe
Interne



Legislator Dashboard (4) 



The Way Forward
Rules to Code with Large Langage Models

LAW-GPT ?



Discussion : 
What are the limits ?



The New Science of Ethical 
Algorithms

• « the emerging science of designing social 
contraints directly into algorithms, and the 
consequences and trade-offs that emerge »

• « new science underlying algorithms that 
internalize precise definition of things such as 
fairness and privacy – specified by humans –
and make sure they are obeyed » 



Function(s) of law ?

Law is not a set of rules, it’s 
a social practice



Adjudication



55



Jurimetrics & Modelization

Indemnisation du préjudice corporel
Source : A. Gayte-Papon de Lameigné et al. (s.d.)

• Compare the offer of an insurer 
vs. a model of court decision 

• Useful in the context of 
negotiations (bargaining in the 
shadow of big data)

• Useful for the work of lawyers 
and judges (new ways of 
knowing the law)

56



Small claims 
landlord/ten
ants

(Laboratoire
de 
Cyberjustice
– U. 
Montréal)
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Case Difficulty – From « what is a good 
lawyer? » to legal case management 

58

Case Difficulty

• Compute a ‘’Difficulty’’ value which enables to provide a more 
loyal information about the quality/performance of the services 
of a lawyer in court

• Discover some cases type/communities and compute the 
win/lose among these communities

• Use the article cited to group the case together



Case Graph
• Representing  every cases in a graph where:

• Case c1 and case c2 has an edge if they cite at 
least k same articles

• Formally, Gc(N,E,k) is graph where the Node set 
N and the edge set E are defined as follow: 

C1

C7

C6

C5

C4

C2

C3

Gc for k = 5:

Type of case 1

Type of case 2



Graph Mining – Case similarity – New 
ways to explore the case law
• For the 3 last months of 2018 (5500 cases) Cour d’Appel de Paris

k=2 (80K edges, 1000 nodes) 60



• For the 3 last months of 2018 (1500 cases):

k=2 (80K edges, 1000 nodes) k=3 (20K edges, 600 nodes)

Graph Mining – Case similarity - New 
ways to explore the case law

61



• For the 3 last months of 2018 (1500 cases):

k=2 (80K edges, 1000 nodes) k=3 (20K edges, 600 nodes) k=4 (5K edges, 400 nodes)

Graph Mining – Case similarity - New 
ways to explore the case law

62



Example on Cour 
d’Appel de Paris

k=4 (5K edges, 400 nodes)

Green: Claimant wins
Red: Defendant wins
Blue: unknown
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Example on Cour 
d’Appel de Paris

k=4 (5K edges, 400 nodes)

Communities with
High/medium 
winning rate



k=4 (5K edges, 400 nodes)

Communities with
High

losing rate

Example on Cour 
d’Appel de Paris



What can you infer from 
this information ?
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JAY WRIGHT FORRESTER (1918-2016)





J.W. FORRESTER, « COUNTERINTUITIVE BEHAVIOR OF SOCIAL
SYSTEMS », 1971 – LA MODÉLISATION CONTRE LE DROIT

• « The human mind is not adapted to interpreting how social systems behave. 
Social systems belong to the class called multi-loop nonlinear feedback systems. 
(…) Evolutionary processes have not given us the mental ability to interpret
properly the dynamic behavior of those complex systems in which we are now
imbedded. »
• « Social systems are far more complex and harder to understand than

technological systems. Why then do we not use the same approach of making
models of social systems and conducting laboratory experiments before
adopting new laws and government programs ? »
• « Substantial supporting evidence is accumulating that proper use of models of 

social systems can lead to far better systems, laws, and programs. »



The limits of 
modelling: J. Forrester 

in practice



Legal Case management

71



“Circuit” civil/commercial case at Cour de Cassation
cassation

Greffe des pourvois

• Enregistrement du 
pourvoi

üRéception du 
mémoire en 
demande 
(obligatoire)

x Réception de 
mémoire en 
défense (facultatif)

SDER

üOrientation du 
pourvoi vers l’une 
des 6 chambres

• Signalement au 
premier président 
des affaires

Chambre

• Evaluation des 
dossiers par un 
membre de la 
chambre

• Désignation d’un 
conseiller 
rapporteur par le 
président de 
chambre

• Rédaction par le 
rapporteur:
× D’un rapport 

objectif
× D’un avis et d’un 

ou plusieurs 
projets d’arrêt

× Avis du parquet 
général

• Conférence du 
président et du 
doyen

• Audience publique
• Délibéré secret

Greffe des arrêts

üMise à disposition 
des parties de 
l’arrêt

• Archivage



Les données disponibles

• 127 879 files HTML
• Commercial and civil chambers .Memos

• 253 194 files XML
• 174 133 decisions Cour de Cassation
• 66 454 decisions with mémoire 

ampliatif
• File « Rapprochement » with groups 

of cases with similar previous
questions

Decisions
Types of decisions by output 



Annotating decisions



Legal questions: Arrêt n° 614 du 5 décembre 2014 (13-19.674)

Extrait du rapport du conseiller



Alors que 1°) l’un des voisins ne peut, sans le consentement de l’autre, 
pratiquer dans le mur mitoyen aucune fenêtre ou ouverture en quelque 
manière que ce soit, même à verre dormant ; que tout jour de 
souffrance constitue une ouverture ; que la cour d’appel qui a admis 
que les châssis installés par M. et Mme J. constituaient des ouvertures 
mais qui a retenu qu’ils ne créaient pas de vue, n’a pas tiré les
conséquences légales de ses constatations, violant l’article 675 du code 
civil ;
4
Alors que 2°) le juge doit donner ou restituer leur exacte qualification 
aux faits et
actes litigieux sans s’arrêter à la dénomination que les parties en 
auraient proposée ;
qu’en ayant refusé de requalifier en demande de suppression 
d’ouverture la demande
de suppression de vue fondée par M. L. sur l’article 675 du code civil, la
cour d’appel a violé l’article 12 du code de procédure civile.

Sur le moyen unique du pourvoi principal :

Vu l'article 675 du code civil ;

Attendu que l'un des voisins ne peut, sans le 
consentement de l'autre, pratiquer dans le mur mitoyen aucune 
fenêtre ou ouverture, en quelque manière que ce soit, même à 
verre dormant ;

Attendu, selon l'arrêt attaqué (Riom, 11 mars 2013), que 
M. et Mme C. ont fait édifier à la bordure de leur fonds et de celui 
de leur voisin, M. R., un mur dans lequel ils ont intégré un dispositif 
d'ouverture consistant en deux châssis basculants et comportant 
une  ventilation ; que M. R., se fondant sur le caractère mitoyen de 
ce mur les a assignés en suppression de ce dispositif ;

Attendu que pour rejeter cette demande, l'arrêt retient 
que le mur est mitoyen mais que l'installation de M. et Mme C. 
garantit une discrétion suffisante ;

Qu'en statuant ainsi, tout en constatant que l'installation  
constituée de châssis basculants réalisait une ouverture prohibée 
par l'article 675 du code civil, la cour d'appel a violé ce texte ;

DécisionMémoire ampliatif
Exemple : Annotation of legal question



Définition de la tâche “Orientation”

"ALORS QU’engage sa responsabilité le séquestre conventionnel qui se 
dessaisit des fonds séquestrés sans s’assurer que la contestation ayant motivé 
la mesure de séquestre est terminée ; qu’aux termes du contrat de prêt conclu 
entre la société BNP PARIBAS et Madame P., « l’objet du présent crédit est 
destiné à constituer un compte séquestre d’un montant de 795.000 F (…). La 
mise en place de ce crédit ne pourra être effective qu’après ouverture d’un 
compte séquestre » ; qu’il résultait des termes clairs et précis de ce contrat que 
Madame P. avait conventionnellement constitué séquestre des fonds lui 
appartenant entre les mains de la société BNP PARIBAS, à raison du litige qui 
l’opposait au fisc quant au montant de sa dette fiscale, litige dont la Cour d'appel 
a constaté l’existence, en sorte que la société BNP PARIBAS ne pouvait dès lors 
se dessaisir desdits fonds sans s’assurer au préalable que la contestation de la 
dette fiscale avait trouvé son terme ; qu’en écartant la responsabilité in solidum 
de la société BNP PARIBAS résultant de la remise par la première au second 
des fonds appartenant à Madame P. aux motifs que c’est à tort que les parties 
au contrat de prêt avaient employé le terme de séquestre, la Cour d'appel a 
dénaturé les termes de ce contrat et violé en conséquence l’article 1134 du 
Code civil."

Modèle?

chambre_section

CO

C1_Section1

C1_Section2

C2_Secion1

C2_Section2

C2_Section3

C3_Section1

C3_Section2

2



AI for “Attribution Task”
Détails sur le dataset “mémoires ampliatifs”

Dataset : 123,272 rapports au total séparés en 64% train, 16% validation et 20% test.
3Dataset: 132, 237 Memoires, divided into 64% training, 16% validation and 20% test



Word Embeddings - W2V

79

- Transformer du texte brut en “vecteurs de représentations”
- Ceux-ci sont appris automatiquement pour préserver des propriétés sémantiques
- Deux mots ayant le même sens  doivent avoir des représentations proches
- Conséquence : amélioration des performances

- Le modèle utilisé par la suite : Word2Vec CBOW

- Appris sur des données brutes : 6.8 GB de texte (5.3GB de “cour de cassation” et 1.5GB du dataset 

dalloz)

Besoin de “word embeddings” - w2v

4

• Transform text into vectors of representation
• They are learnt automatically to preserve their “semantic properties”
• Two words with the same “meaning” should have similar representations
• Consequence: Better performance
• Models used: word2vec CBOW
• Used 6.8 GB (5.3 Cour de cassation and 1.3GB Dalloz)



Results of the Attribution task: from 1 to 3 months to 8 sec.

Model Validation Accuracy Test Accuracy

RandomEmbd+BiLSTM 77.5% 77%

LegalEmbd+BiLSTM 81.2% 80.75%

DAP+BiLSTM 80.3% 80.3%

CamemBERT 83.4% 83.26%

FlauBERT 83.7% 83.3%

Résultats sur la tâche d’orientation

8



2. How can law 
help AI ?



Regulation as a safeguard : Trusthworthy

Data Acquisition Data Quality Model 
improvement

Life-cycle 
management



(a) Data



Geopolitics of Digital Technologies : Extraterritorial Laws on Data
EU General Data Protection Regulation

(Art. 3)
1. This Regulation applies to the processing of 

personal data in the context of the activities of an 
establishment of a controller or a processor in the 
Union, regardless of whether the processing
takes place in the Union or not. 

2. This Regulation applies to the processing of 
personal data of data subjects who are in the 
Union by a controller or processor not 
established in the Union, where the processing
activities are related to: 

a) the offering of goods or services, irrespective of
whether a payment of the data subject is required,
to such data subjects in the Union; or b) the
monitoring of their behaviour as far as their
behaviour takes place within the Union

Claryfying Lawful Overseas Use of Data 
Act (CLOUD Act) - H.R. 4943 - 2018

“A provider of electronic communication service 
or remote computing service shall comply with 
the obligations of this chapter to preserve, 
backup, or disclose the contents of a wire or 
electronic communication and any record or 
other information pertaining to a customer or 
subscriber within such provider’s possession, 
custody, or control, regardless of whether such 
communication, record, or other information 
is located within or outside of the United 
States.”



Geopolitics of Digital Technologies : Extraterritorial Laws on Data

• Personal Information Protection Law of the People’s Republic of 
China (August 2021, in force Nov. 2021) – Article 3 

“This Law applies to the activities of handling the personal information of 
natural persons within the borders of the People’s Republic of China.” (…)
Where one of the following circumstances is present in handling activities 
outside the borders of the People’s Republic of China of personal 
information of natural persons within the borders of the People’s 
Republic of China, this Law applies as well:
1.Where the purpose is to provide products or services to natural persons 

inside the borders;
2.Where analyzing or assessing activities of natural persons inside the 

borders;
3.Other circumstances provided in laws or administrative regulations.”

85



Geopolitics of Digital Technologies : Data as the basis for asserting
legal jurisdiction // money laundering regulations

86

The Act defines “interstate commerce” as “trade, commerce, transportation, or communication among  the  
several  States,  or  between  any  foreign  country  and  any  State  or  between  any  State  and  any  place  or  
ship  outside  thereof  ....”. The  term  also  includes  the  intrastate use of any interstate means of 
communication, or any other interstate instrumentality. Thus, placing a telephone call or 
sending an e-mail, text message, or fax from, to, or through  the  United  States  involves  interstate  
commerce—as  does  sending a wire transfer from or to a U.S. bank or otherwise using the U.S. banking 
system, or traveling across state borders or internationally to or from the United States.
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SOURCE : DLA PIPER
Source : WFA



Tsunami of 
European 
regulations on 
data and data 
processing 
(including 
Artificial 
Intelligence)

Regulation (EU) 2016/679 on the protection of natural persons 
with regard to the processing of personal data and on the free 
movement of such data (GDPR)

Regulation (EU) 2017/745 on medical devices 

Regulation (EU) 2017/746 on in vitro diagnostic medical devices

Regulation (EU) 2018/1807 on a framework for the free flow of 
non-personal data in the European Union
Directive (EU) 2019/1024 on open data and the re-use of public 
sector information
Regulation (EU) 2022/868 on European data governance (Data 
Governance Act / DGA) 
Regulation on harmonised rules on fair access to and use of data 
(Data Act) 
Regulation laying down harmonised rules on artificial 
intelligence (Artificial Intelligence Act)

Regulation on the European Health Data Space





(b) Data Processing / 
Algorithms



AI Act (as of Nov. 11, 2022)



Risk-based approach



Unacceptable Risk 

• Subliminal techniques beyond a person’s consciousness
• AI system that exploits any of the vulnerabilities of a specific group of 

persons due to their age, disability or a specific social or economic
situation
• AI systems for social scoring leading to detrimental or unfavourable

treatment (i) in social contexts which are unrelated to the contexts in 
which the data was originally generated or collected / or that is
unjustified or disproportionate;
• use of ‘real-time’ remote biometric identification systems in publicly

accessible spaces by law enforcement authorities (with exception)



High-Risk AI Systems (Annex III)

Biometrics Critical infrastructure Education and 
vocational training 

Employment, workers 
management and access 

to self-employment

Access to and 
enjoyment of essential 

private services and 
essential public services 

and benefits:

Law enforcement
Migration, asylum and 

border control 
management

Administration of justice 
and democratic 

processes



AI Act
(« Fundamental Rigths » - 60  occurrences )  

• « caused harm to the health and safety or adverse impact on 
the fundamental rights » (Art. 7 (2) c)

• « significant risks to fundamental rights, health or safety » 
(Art. 7 (3) a) 

• « identification and analysis of the known and foreseeable 
risks most likely to occur to health, safety and fundamental 
rights in view of the intended purpose of the high-risk AI 
system » (Art. 9 2 (a))



Amendments 
to annex III 
(art. 7)

1. The Commission is empowered (…) to amend the list in Annex 
III by adding high-risk AI systems where both of the following
conditions are fulfilled:

(a) the AI systems are intended to be used in any of the areas 
listed in points 1 to 8 of Annex III;

(b) the AI systems pose a risk of harm to the health and safety, 
or a risk of adverse impact on fundamental rights, that is, in 
respect of its severity and probability of occurrence, equivalent 
to or greater than the risk of harm or of adverse impact posed by 
the high-risk AI systems already referred to in Annex III.



Chapter 2 – Requirments for High-Risk AI
Systems (Compliance)
• Risk management system (art. 9) : « identification and analysis of the 

known and foreseeable risks most likely to occur to health, safety
and fundamental rights in view of the intended purpose of the high-
risk AI system » (9 §2 a)
• Data and data governance (art. 10) : « Training, validation and testing

data sets shall be subject to appropriate data governance and 
management practices (…) in particular (…) (f) examination in view
of possible biases that are likely to affect health and safety of 
natural persons or lead to discrimination prohibited by Union 
law »



Chapter 2 – Requirments for High-Risk AI
Systems (Compliance)
• Technical documentation (art. 11) : « It shall contain, at a minimum, 

the elements set out in Annex IV » (art. 11 §1)
• Record-keeping (art. 12) 
• Transparency and provision of information to users (art. 13)
• Human oversight (art. 14) : « Human oversight shall aim at

preventing or minimising the risks to health, safety or
fundamental rights that may emerge when a high-risk AI system is
used in accordance with its intended purpose or under conditions of
reasonably foreseeable misuse » (art. 14 §2)
• Accuracy, robustness and cybersecurity (art. 15)



Annex IV - Technical documentation

3. Detailed information about the monitoring, functioning and control of 
the AI system, in particular with regard to: (...) the degrees of accuracy
for specific persons or groups of persons on which the system is
intended to be used and the overall expected level of accuracy in 
relation to its intended purpose; the foreseeable unintended outcomes
and sources of risks to health and safety, fundamental rights and 
discrimination in view of the intended purpose of the AI system; the 
human oversight measures needed in accordance with Article 14 
(…)



Annex IV - Technical documentation

6. A list of the harmonised standards applied in full or in part the 
references of which have been published in the Official Journal of the 
European Union; where no such harmonised standards have been 
applied, a detailed description of the solutions adopted to meet the 
requirements set out in Title III, Chapter 2, including a list of other
relevant standards and technical specifications applied;



The European “New approach”(1985) 



Harmonized Standards



« The reports referred to in paragraphs 1 to 3 shall include evidence of how CEN 
and CENELEC have planned for and ensured the appropriate involvement of EU 
small and medium enterprises, civil society organisations, and the gathering of 
relevant expertise in the area of fundamental rights, as well as a description of 
ETSI’s contribution. »



A more 
general 
european
trend



Digital Services Act (27.10.22)

Recital 9 : « This Regulation fully harmonises the rules applicable to
intermediary services in the internal market with the objective of
ensuring a safe, predictable and trusted online environment (…)
within which fundamental rights enshrined in the Charter are
effectively protected »



Digital Services Act (27.10.22)

Art. 34 – Risk Assessment
1. Providers of very large online platforms and of very large online
search engines shall diligently identify, analyse and assess any
systemic risks in the Union stemming from the design or functioning of
their service and its related systems
This risk assessment shall be specific to their services and
proportionate to the systemic risks, taking into consideration their
severity and probability, and shall include the following systemic risks:



Digital Services Act (27.10.22)
Art. 34 – Risk Assessment
1. (b) any actual or foreseeable negative effects for the exercise of

fundamental rights, in particular the fundamental rights to human
dignity enshrined in Article 1 of the Charter, to respect for private and
family life enshrined in Article 7 of the Charter, to the protection of
personal data enshrined in Article 8 of the Charter, to freedom of
expression and information, including the freedom and pluralism of the
media, enshrined in Article 11 of the Charter, to non-discrimination
enshrined in Article 21 of the Charter, to respect for the rights of the
child enshrined in Article 24 of the Charter and to a high-level of
consumer protection enshrined in Article 38 of the Charter;

Art. 35 – Mitigation of Risks



Digital Services Act (27.10.22)

Art. 44 – Standards 
1. The Commission shall consult the Board, and shall support and 
promote the development and implementation of voluntary standards 
set by relevant European and international standardisation bodies, 
at least in respect of the following:

(j) standards for targeted measures to protect minors online.



Proposal for a Regulation on the European Health Data Space
(COM(2022) 197 final, 3.5.2022)

Article 10 §2 
Each digital health authority shall be entrusted with the following tasks:
(…)
h) contribute, at Union level, to the development of the European
electronic health record exchange format and to the elaboration of
common specifications addressing interoperability, security, safety or
fundamental right concerns in accordance with Article 23 and of the
specifications of the EU database for EHR systems and wellness
applications referred to in Article 32;



A more 
general global 
trend 







China – Ethical Norms for New Generation
Artificial Intelligence

September 25 2021, the Ministry of Science and Technology eventually published its Ethical Norms for New 
Generation Artificial Intelligence based on Chinese ethical principles. 

These Norms applies “to the formulation and implementation of policies, regulations, and technical
standards ». 

MOST, « The National New Generation Artificial Intelligence Governance Specialist Committee », Sep. 25, 
2021. 



Geopolitics of AI Standardization

Are standardization agencies ready to settle values disputes ?



Diplomacy of Standardization
Trade and Technology Council



(e) Human Rights in 
Technical Standards ?



AI Standardization and 
Fundamental Rights : The Rise of 
Socio-Technical Standards







A. EKMAN, « La Smart City Chinoise : nouvelles sphères d’influence », étude de l’Ifri, déc. 2019.

GEOPOLITICS OF SMART CITIES



SHOULD STANDARDS 
ALLOW ML FOR 
UYGHUR TRACKING ?



Legitimacy : Democracy vs. Stakeholderism



SOURCE: Advances in Machine Learning Algorithms for Hate Speech Detection in Social Media: A Review





Right to life

Right to the integrity of the person

Prohibition of torture and inhuman or degrading treatment or punishment

Prohibition of slavery and forced labour

Right to liberty and security

Respect for private and family life

Protection of personal data

Right to marry and right to found a family

Freedom of thought, conscience and religion

Freedom of expression and information

Non-discrimination

Right of collective bargaining and action

Human dignity

Prohibition of slavery and forced labour

Balancing / Proportionality Test ? 


