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Abstract

To practice knowledge representation, it is paramount that knowledge representation languages have formal semantics. However, since there are numerous different languages all with a formalisation, it is valuable to have unifying frameworks that can capture the semantics of families of languages and logics. One such framework is justification theory, in which the semantics are defined by the use of explanations, called justifications in our terminology. Intuitively, a justification is a graph that explains the truth values of certain facts. However this introduces a potential problem: the justification status of a fact and its negation can be inconsistent. So, for justification semantics to be well-defined, these statuses should be opposite. Such semantics are called consistent.

In the first part of this thesis we prove that the main semantics of justification theory are in fact consistent. Moreover, we prove useful results for justifications, such as the ability to compose together justifications. An other issue with justification semantics is that there are different flavours of justifications, which could result in distinct semantics. We show that these two seemingly unrelated issues are actually deeply connected.

After that, we establish a connection between justification theory and game theory, which allows for justifications to be seen as strategies in a two-player game. This connection provides a resolution of the two issues in justification theory by providing a general condition on the semantics in case the system is finite.

Justification theory is not the only unifying framework for semantics of non-monotonic logics. Another well-known framework is approximation fixpoint theory, which is more algebraic in nature. We establish a connection between justification theory and approximation fixpoint theory. The notion of ultimate semantics of approximation fixpoint theory can be transferred into the realm of justification semantics. This allows for justification semantics to capture more
semantics than previously.

As the final topic of this thesis, we look into the nesting of justifications, which can be used to define modular semantics. In previous definitions of nesting, a significant amount of information is lost because a compression operation is used. We provide an alternative and more general definition without this disadvantage. This allows for more intuitive modular semantics based on justifications. We prove that this is equivalent to the compression for tree-like justifications and in special cases for graph-like justifications. We investigate the consistency of both approaches as well and as an added bonus we solve the consistency for tree-like justifications.

In summary, this thesis gathers a number of advances in justification theory and illustrates them with examples.
Beknopte Samenvatting

Om kennisrepresentatie te beoefenen is het belangrijk dat kennisrepresentatietalen een formele semantiek hebben. Omdat er echter talloze verschillende talen zijn, allemaal met een formalisatie, is het waardevol om overkoepelende kaders te hebben die de semantiek van families van talen en logica’s kunnen vastleggen. Een voorbeeld van zo’n unificerend kader is justificatietheorie, waarin de semantiek wordt gedefinieerd door het gebruik van verklaringen, in onze terminologie justificaties genoemd. Intuïtief is een justificatie een grafe die de waarheidswaarden van bepaalde feiten verklaart. Dit introduceert echter een potentieel probleem: de justificatiestatus van een feit en de ontkenning ervan kunnen inconsistent zijn. Dus om de justificatiesemantiek correct te definiëren, moeten deze statussen tegengesteld zijn. Een dergelijke semantiek wordt consistent genoemd.

In het eerste deel van dit proefschrift bewijzen we dat de belangrijkste semantieken van de justificatietheorie in feite consistent zijn. Bovendien bewijzen we bruikbare resultaten voor justificaties, zoals de mogelijkheid om justificaties samen te stellen. Een ander probleem met justificatietheorie is dat er twee soorten van justificaties zijn, wat kan resulteren in verschillende semantieken. We laten zien dat deze twee ogenschijnlijk niet-gerelateerde problemen in feite nauw met elkaar verbonden zijn.

Daarna leggen we een verband tussen justificatietheorie en speltheorie, waardoor justificaties kunnen worden gezien als strategieën in een spel met twee spelers. Deze verbinding biedt een oplossing voor de problemen die zich voordoen in justificatietheorie door een algemene voorwaarde op de semantiek te geven in het geval van een eindig systeem.

Justificatietheorie is niet het enige unificerend kader voor de semantiek van niet-monotone logica’s. Een ander bekend kader is benaderende vastepuntstheorie, dat een meer algebraïsch karakter heeft. We leggen een verband tussen justificatietheorie en benaderende vastepuntstheorie. De notie van ultieme
semantiek van benaderende vastepuntstheorie kan overgebracht worden naar het domein van justificatietheorie. Hierdoor kan de justificatiesemantiek meer semantieken vastleggen dan voorheen.

Als laatste onderwerp van dit proefschrift kijken we naar het nesten van justificaties, dat gebruikt dan worden om modulaire semantieken te definiëren. In eerdere definities van nesten gaat een aanzienlijke hoeveelheid informatie verloren omdat er een compressiebewerking wordt gebruikt. We geven een alternatieve en meer algemene definitie zonder dit nadeel. Dit zorgt voor een meer intuïtieve modulaire semantiek op basis van justificaties. We bewijzen dat dit equivalent is aan de compressie voor boomachtige justificaties en in speciale gevallen voor grafeachtige justificaties. We onderzoeken ook de consistentie van beide benaderingen en als een toegevoegde bonus lossen we consistentie op voor boomachtige justificaties.

Samengevat, dit proefschrift verzamelt een aantal vorderingen in de justificatietheorie en illustreert deze met voorbeelden.
List of Abbreviations

**AF** Argumentation Framework.

**AFT** Approximation Fixpoint Theory.

**AI** Artificial Intelligence.

**ASP** Answer Set Programming.

**FO** first-order logic.

**FO(ID)** First-order logic extended with Inductive Definitions.

**KRR** Knowledge Representation and Reasoning.

**NMR** Non-Monotonic Reasoning.

**ZFC** Zermelo–Fraenkel set theory with the axiom of Choice.
# List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\mathcal{J}F}$</td>
<td>The approximator corresponding to $\mathcal{J}F$</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>A branch evaluation</td>
</tr>
<tr>
<td>$b$</td>
<td>A branch</td>
</tr>
<tr>
<td>$B_J(x)$</td>
<td>The set of $J$-branches starting with $x$</td>
</tr>
<tr>
<td>$C(\mathcal{J}F)$</td>
<td>The complement of $\mathcal{J}F$</td>
</tr>
<tr>
<td>$\text{CC}(\mathcal{J}F)$</td>
<td>Complementation of $\mathcal{J}F$</td>
</tr>
<tr>
<td>$\text{Compress}(\mathcal{JS})$</td>
<td>The compression of $\mathcal{JS}$</td>
</tr>
<tr>
<td>$\overline{\mathcal{B}}$</td>
<td>The dual branch evaluation of $\mathcal{B}$</td>
</tr>
<tr>
<td>$\overline{\mathcal{J}F}$</td>
<td>The dual justification frame of $\mathcal{J}F$</td>
</tr>
<tr>
<td>$\ell(b)$</td>
<td>The length of $b$</td>
</tr>
<tr>
<td>$\text{Expand}(J)$</td>
<td>The expansion of $J$</td>
</tr>
<tr>
<td>$J \uparrow K$</td>
<td>The extension of justification $J$ with justification $K$</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>A fact space</td>
</tr>
<tr>
<td>$f$</td>
<td>The truth value $\textit{false}$</td>
</tr>
<tr>
<td>$\mathcal{F}_d$</td>
<td>The set of defined facts</td>
</tr>
<tr>
<td>$\text{Flat}(\mathcal{JS})$</td>
<td>The flattening of $\mathcal{JS}$</td>
</tr>
<tr>
<td>$\mathcal{F}_-$</td>
<td>The set of negative facts</td>
</tr>
<tr>
<td>$\mathcal{F}_o$</td>
<td>The set of open facts</td>
</tr>
<tr>
<td>$\mathcal{F}_+$</td>
<td>The set of positive facts</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$G$</td>
<td>A game</td>
</tr>
<tr>
<td>$G^P_Y$</td>
<td>Gale-Stewart game on $Y$ with payoff set $P$</td>
</tr>
<tr>
<td>$G_{JS,I}$</td>
<td>The justification game associated with $JS$ and $I$</td>
</tr>
<tr>
<td>$G_{JF}$</td>
<td>The game graph corresponding to $JF$</td>
</tr>
<tr>
<td>$I$</td>
<td>An interpretation</td>
</tr>
<tr>
<td>$JF$</td>
<td>A justification frame</td>
</tr>
<tr>
<td>$(F, F_d, R)$</td>
<td>A justification frame</td>
</tr>
<tr>
<td>$JS$</td>
<td>A justification system</td>
</tr>
<tr>
<td>$(F, F_d, R, B)$</td>
<td>A justification system</td>
</tr>
<tr>
<td>$J(x)$</td>
<td>The set of locally complete justification that have $x$ as internal node</td>
</tr>
<tr>
<td>$\text{val}(J, x, I)$</td>
<td>The value of a justification $J$ for a fact $x$ with respect to an interpretation $I$</td>
</tr>
<tr>
<td>$\leq_p$</td>
<td>The precision order</td>
</tr>
<tr>
<td>$\leq_t$</td>
<td>The truth order</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>The set of logical facts</td>
</tr>
<tr>
<td>$\mathfrak{X}(Y)$</td>
<td>The collection of infinite sequence all of whose finite initial segments belong to $Y$</td>
</tr>
<tr>
<td>$\text{Merge}(JS)$</td>
<td>The merge of $JS$</td>
</tr>
<tr>
<td>$(F, F_d, F_{dl}, R, B, {JS^1, \ldots, JS^k})$</td>
<td>A nested justification system</td>
</tr>
<tr>
<td>$O_{JF}$</td>
<td>The operator corresponding to $JF$</td>
</tr>
<tr>
<td>$\text{Path}_G$</td>
<td>The set of finite paths in $G$</td>
</tr>
<tr>
<td>$\text{F}$</td>
<td>The false player</td>
</tr>
<tr>
<td>$\text{Play}_G$</td>
<td>The set of plays in $G$</td>
</tr>
<tr>
<td>$p_G(s, \sigma, \tau)$</td>
<td>The play consistent starting with $s$ consistent with $\sigma$ and $\tau$</td>
</tr>
<tr>
<td>$\sqsubseteq_P$</td>
<td>The preference relation for player $P$</td>
</tr>
<tr>
<td>$\text{T}$</td>
<td>The true player</td>
</tr>
<tr>
<td>$R$</td>
<td>A set of rules</td>
</tr>
</tbody>
</table>
sgn(x)  The sign of x
Shrink(J)  The shrinking of J
σ       A strategy for T
SP       The states owned by a player P
Sg(P)    The set of general strategies for P
Sp(P)    The set of positional strategies for P
SJS      The support operator associated with JS
SV(x,I)  The supported value of x with respect to an interpretation I
τ       A strategy for F
~        The negation operator
t       The truth value true
U(O)     The ultimate approximator of O
U(JF)    The ultimate frame of JF
UJF      The ultimate approximator associated to the justification frame JF
u        The truth value unknown
Unfold(JS)  The unfolding of JS
Jσ(x)    The justification corresponding to the strategy σ
L2       The bilattice on L
M*       The set of paths obtained by finite iterations of loops in M
Mω       The set of paths obtained by infinite iterations of loops in M
u(x,σ,τ) The value of the play starting with x consistent with σ and τ
x ← A   A rule with head x and body A
Contents

Preface i
Abstract iii
Beknopte Samenvatting v
List of Abbreviations vii
List of Symbols xi
Contents xiii

1 Introduction 1
  1.1 Background ........................................ 1
  1.2 Justifications in KRR ................................. 3
  1.3 Research Aims and Motivation ......................... 5
  1.4 Structure of Thesis .................................. 8

2 Justification Theory 11
  2.1 Introduction ......................................... 11
  2.2 Definitions .......................................... 11
  2.3 Consistency of Justification Systems ................ 21
    2.3.1 Equivalent Justification Frames ................. 22
    2.3.2 Complementarity of Rules ......................... 24
  2.4 Graph-Reducibility .................................. 30
    2.4.1 Relation between Consistency and Graph-Reducibility 31
  2.5 Branch Evaluation Types ............................. 32
    2.5.1 Dual Branch Evaluations ......................... 34
  2.6 Pasting Justifications .............................. 36
  2.7 Applications ....................................... 44
    2.7.1 Logic Programming ............................... 44
2.7.2 Differences between answer-set programming ................................ 48
2.7.3 Abstract Argumentation ......................................................... 48
2.8 Conclusion .............................................................................. 51

3 Basic Properties of Justification Theory .............................................. 53
3.1 Introduction ............................................................................ 53
3.2 Consistency Revisited ............................................................... 53
3.3 Consistency of Well-Founded Semantics ........................................ 59
3.4 Alternative Branch Evaluations .................................................. 65
3.5 Links between Different Justification Models ................................. 69
3.6 Conclusion .............................................................................. 72

4 Exploiting Game Theory for Analysing Justifications ......................... 75
4.1 Introduction ............................................................................ 75
4.2 Game Theory .......................................................................... 76
4.3 Justifications as Strategies ........................................................ 79
4.3.1 Games Associated to justifications .......................................... 80
4.3.2 Strategies are Justifications .................................................... 81
4.4 Consistency Revisited ............................................................... 87
4.4.1 Minimax ............................................................................ 87
4.4.2 Existence of Optimal Pairs of Positional Strategies .................... 89
4.5 Infinite Games ........................................................................ 96
4.6 Conclusion .............................................................................. 100

5 Embedding Justification Theory in Approximation Fixpoint Theory ...... 103
5.1 Introduction ............................................................................ 103
5.1.1 Approximation Fixpoint Theory .............................................. 104
5.1.2 Correspondence ................................................................ 104
5.2 Approximation Fixpoint Theory .................................................. 105
5.3 The Embedding ..................................................................... 106
5.3.1 The Approximator ............................................................... 106
5.3.2 Semantic Correspondence .................................................... 108
5.4 Application: Ultimate Semantics ................................................ 116
5.5 Conclusion .............................................................................. 121

6 Nested Justification Systems ............................................................. 123
6.1 Introduction ............................................................................ 123
6.2 Basic Definitions ..................................................................... 124
6.3 Alternative View on Nested Systems ............................................ 135
6.3.1 Shrinking Justifications ........................................................ 138
6.3.2 Expanding Justifications ....................................................... 143
6.3.3 Kripke-Kleene Case .............................................................. 149
6.3.4 Well-Founded Case .............................................................. 151
6.4 Consistency of Nested Systems ........................................ 155
6.5 Applications ..................................................................... 163
  6.5.1 FO system ................................................................. 165
  6.5.2 Aggregates ................................................................. 167
  6.5.3 First-Order Definitions: FO(ID) ................................. 168
  6.5.4 Fixpoint Definitions: FO(FD) ...................................... 171
6.6 Conclusion ....................................................................... 176

7 Conclusion ......................................................................... 177
  7.1 Contributions ................................................................. 177
  7.2 Future Directions ........................................................... 178
    7.2.1 Challenges and Open Questions ............................... 178
    7.2.2 Applications of Justification Theory ......................... 181
    7.2.3 Extensions of Justification Theory ............................ 181

Bibliography .......................................................................... 183
Chapter 1

Introduction

1.1 Background

This thesis is situated in the field of Artificial Intelligence (AI), in particular the Knowledge Representation and Reasoning (KRR) subfield. The primary concern of KRR is to define languages and logics to represent knowledge, and conceive tools and techniques to reason with this knowledge. Of course, this is an oversimplified view, but it allows us to look at the bigger picture. To have a perfect reasoner, one should first capture the knowledge in the problem domain and then unleash the reasoning power at hand. We should contrast this with function-fitting methods in other parts of artificial intelligence, such as deep learning. These methods, although very useful for other problems (e.g., speech recognition), are not always able to reason 100% logically correct due to their approximating nature. Darwiche (2018) defines this dichotomy of AI as model-based vs. function-based AI. Model-based AI has a distinct advantage over function-based techniques: the internal mechanisms are usually captured as well, in contrast to function-based techniques which behave like black boxes. Therefore, these methods lean better towards explainable systems as opposed to more opaque function-based methods.¹ Moreover, function-based AI is usually tailored for one specific goal. A major part of model-based AI is Knowledge Representation and Reasoning (KRR). Represented knowledge can be used to solve multiple problems; hence it is multi-goal oriented. This idea is central in the knowledge base paradigm (Cat et al., 2014; Denecker and Vennekens, 2008).

¹There are efforts to add explanations to function-based methods, but these are often of a rudimentary form, e.g., highlighting specific parts of an image that led to the recognising of an object (Darwiche, 2018).
As such, these techniques are better to handle novel scenarios, for example in causal reasoning. The higher degree of explainability of the model-based approach is ever more important due to AI regulations and policies, for example the right to explanation\(^2\). Embracing explanations would be a perfect starting point for practising contemporary Knowledge Representation and Reasoning (KRR).

In KRR, many languages and logics are invented for varying purposes ranging from semantic web ontology languages (Antoniou and van Harmelen, 2009; Baader et al., 2005) to robotics (Paulius and Sun, 2019), legislation and law (Jones, 1990). Often, these logics are based on the same principles, but are worked out in slightly different ways, or they are addressed from a different angle. To see the bigger picture, it is paramount that we can establish relations between the different languages and logics: are they distinct dialects with the same underlying principles or are they inherently different. One technique available to study these relationships is to define transformations between languages. In particular, one can find an embedding of one language into another. However, this is impractical due the sheer amount of knowledge representation languages available. Another, more feasible, way is to conceive frameworks unifying the semantics of a large group of logics.

Luckily, justification theory tackles both the issue of explainability and that of unification. The semantics (meaning) of justification theory are based on the notion of a justification, which is a graph\(^3\) explaining why something holds. For example, the justification (it is not important to completely understand these pictures at this point)

\[
\text{tasty} \\
\text{sweet} \quad \text{good} \quad \text{shape} \\
\text{firm} \quad \text{no spots}
\]

serves as an explanation why an apple is tasty (your definition of tasty can vary of course).

Justification semantics work by giving a rating to each justification indicating if it is good or not. By varying the way we rate the justifications we can vary the semantics of the same domain. To change domains, justification theory

---

\(^2\)As manifested for example in the European Union General Data Protection Regulation.

\(^3\)Not a graph of a function, but the mathematical structure representing relations between objects.
uses a set of rules as a basis to construct explanations. Therefore, it is not
difficult to see that justification theory acts as a unifying framework. Combined
with the fact that justifications (explanations) are the major constituent of the
semantics, justification theory is an excellent study object for KRR.

1.2 Justifications in KRR

Justification theory as detailed in this thesis originated in the PhD thesis of
Denecker (1993) and was further formalised by Denecker, Brewka, and Strass
(2015). Justifications – albeit not always in the exact formal form as described
by Denecker (1993); Denecker et al. (2015) – have appeared in different ways in
different areas in KRR. Justification theory has its origin in logic programming,
where the concept of justifications has been around for quite a while. According
to Fandinno and Schulz (2019), the concept of a justification originates from
work on debugging by Shapiro (1983); Sterling and Lalee (1986). Building on
that work, Lloyd (1987) introduced the notions of incorrect rules and uncovered
atoms for a declarative error diagnoser. These notions indicate when a structure
is not a model of the given logic program. The next year, Sterling and Yalçínalp
(1990) defined the stable semantics for logic programs in terms of justifications,
which in this case are sets of atoms. A lot of justification approaches use the
notion of a supported set/value, which was first introduced by Pereira et al.
(1992, 1993). This was around the same time Denecker and Schreye (1993)
introduced the early version of justification theory. In 2000, Roychoudhury
et al. (2000) justified tableau-based proofs by providing justifications for logic
programs.

Fandinno and Schulz (2019) listed several prominent justification approaches
for Answer Set Programming (ASP) besides justification theory:

- off-line justifications (Pontelli and Son, 2006)
- labelled assumption-based argumentation based answer set (LABAS)
  justifications (Schulz and Toni, 2016)
- causal justifications (Cabalar and Fandinno, 2016; Cabalar et al., 2014)
- why-not provenance (Damásio et al., 2013)
- rule-based justifications (Béatrix et al., 2016)

The first three approaches are similar to justification theory since justifications
are also dependency graphs between literals or rules.
Off-line justifications (Pontelli and Son, 2006) are graph structures that describe the truth value of an atom with respect to a given answer set. Because off-line justifications only use atoms as nodes, nodes have to be labelled with + or − indicating if it is true or false. Similarly, edges have to be labelled with + and − as well to indicate positive or negative dependence. The truth of negative literals are assumed to be true and are not further explained.

LABAS justifications (Schulz and Toni, 2016) are very similar to off-line justification, but they abstract away from intermediate rule applications. So they only point out the literal in question and the facts occurring in rules used in the derivation. Additionally, the truth of negative literals is not assumed, but is further explained in terms of the truth value of the underlying atom.

Causal graph justifications (Cabalar and Fandinno, 2016, 2017; Cabalar et al., 2014), contrary to off-line and LABAS justifications, are used to formalise and reason with causal knowledge, which is its main focus. They can also be used to explain why a literal is contained in an answer set. Additionally, an algebra for combining justifications was defined.

Why-not provenance (Damásio et al., 2013) is based on database literature. Justifications here are not graph-based and are used to explain the truth value of an atom.

Rule-based justifications (Béatrix et al., 2016) are defined in the context of rule-based answer set computation (Lefèvre et al., 2017): the search algorithm guesses on the application or non-application of a rule instead of the truth value of atoms. The ASP-solver ASPeRiX uses these justifications for backjumping.

Readers interested in the intricate differences between the different justification approaches should take a look at the excellent work from Fandinno and Schulz (2019). Besides these approaches, there are a number of applications where justifications are used. The work on inductive definitions by Mariën (2009); Mariën et al. (2005, 2007, 2008) uses justifications as a semantical basis for inference techniques in inductive definitions. Justifications are used to perform non-clausal local search (Järvisalo et al., 2008). Data structures similar to justifications are also used in implementations of answer set solvers (they form the basis of the so-called source-pointer approach in the unfounded set algorithm (Gebser et al., 2009)). Moreover, justifications turned out to be key in analysing conflicts in the context of lazy grounding (Bogaerts and Weinzierl, 2018). Very recently, Lapauw et al. (2020) used justifications to improve parity game solvers.
1.3 Research Aims and Motivation

In broad terms, our aim is to advance justification theory. In particular, two properties with associated research questions are extensively studied throughout this text.

The first property is concerned with the soundness of justification semantics. A benefit of justification theory is that it provides a lot of freedom to create new semantics by means of *branch evaluations*. These evaluations give values to paths in an explanation graph and thus determine whether a justification is considered good or not. In justification theory, there is no real distinction between a fact and its negation. This means that both a fact and its negation can have good justifications, which in normal circumstances is considered a contradiction. For example, if you have a good reason why \( x \) holds and a good reason why \( x \) does not hold, then we obtain a contradiction. If such contradictions do not occur, we say that its justification semantics is consistent.

Justification theory was originally developed to capture the semantics of inductive definitions. Inductive definitions are extremely important in mathematics as they are used to generate mathematical objects such as the subgroup generated by a subset, Borel sets, the natural numbers, recursive formulae, truth relations in logics, etc (Buchholz et al., 1981). To quote Gandy (1974, page 265)

> Mathematical logic is certainly permeated with inductive definitions.

For example, we can inductively define the ancestor relation given the parent relation with the following rules.

- A person \( p \) is an ancestor of \( q \) if \( p \) is a parent of \( q \).
- A person \( p \) is an ancestor of \( q \) if there is a person \( r \) so that \( p \) is a parent of \( r \) and \( r \) is an ancestor of \( q \).

Intuitively, it is clear what this should mean. However, the formal semantics of a set of inductive rules is not immediately clear. Generally, there are two approaches to provide formal semantics to inductive definitions. The first approach is constructive and builds the relation from the bottom up: you start with the empty relation and iteratively apply rules in the inductive definition until the relation stops increasing. The second approach is defining the relation

\[ \text{Paraconsistent logics handle contradictions in a tolerant way. We are not concerned with paraconsistent logics in this text.} \]
as the smallest relation that satisfies the induction rules. Both approaches provide the same result if negation does not occur in the induction rules, however this breaks down when negation is involved. Justification theory follows the constructive approach, but extends it to a broader class of constructions.\textsuperscript{5} In that sense, we can see justifications as a construction of why a fact belongs to a set/relation. Going back to the ancestor relation, the following justification represents the construction process of why Alice is an ancestor of Bob.

\begin{center}
\begin{tikzpicture}
    \node (alice) at (0,0) {Alice is ancestor of Bob};
    \node (charlie) at (-1,-1) {Alice is parent of Charlie};
    \node (bob) at (1,-1) {Charlie is ancestor of Bob};
    \node [draw=none] (cross) at (0,-2) {};

    \draw[->] (alice) to (charlie);
    \draw[->] (alice) to (bob);
    \draw[->] (charlie) to (bob);
    \draw[->] (bob) to (cross);

    \end{tikzpicture}
\end{center}

The justification above describes the process by which Alice is an ancestor of Bob: which induction rules are needed.

It still remains the question what a justification for a fact such as \textbf{Bob is not an ancestor of Alice} means. Such a justification provides a witness of why \textbf{Bob is an ancestor of Alice} is not constructible. The notion of constructability is of course classical: something cannot be both in a relation and not in a relation. This means that investigating the consistency of justification semantics is paramount.

The second property is more concerned about what shape our explanation can be. In more technical terms, justifications are directed graphs. However, we allow two forms, one in which always the same ‘choice’ is made, and one where multiple choices can be made. Let us take a look at an interlocking gear example.

\begin{center}
\begin{tikzpicture}
    \node (a) at (-1,0) {$a$};
    \node (b) at (0,0) {$b$};
    \node (c) at (1,0) {$c$};

    \draw[->] (a) to (b);
    \draw[->] (b) to (c);
    \draw[->] (c) to (a);
\end{tikzpicture}
\end{center}

In this situation, we have the following two justifications:

\textsuperscript{5}Approximation Fixpoint Theory (AFT) follows and extends the second approach.
On the left side, you see a circular reasoning where the clockwise turning of the first cog is justified by the counter-clockwise turning of the second cog and vice versa. While, on the right side, the clockwise turning of the first cog is first justified by the counter-clockwise turning of the second cog, which is later on justified by the clockwise turning of the third cog. Since writing down the right type of graph, leaves us with a tree-like structure (or root-like structure depending on the orientation), we say that the right type are tree-like justifications. To contrast between tree-like justifications, the first type are called graph-like justifications. Initially, Denecker and Schreye (1993) invented tree-like justifications, but later on Denecker et al. (2015) invented graph-like justifications.

Now we have enough information to state the second central question of this thesis: when are the two types of justification equivalent; meaning a fact has a good graph-like justification if and only if it has a good tree-like justification. This property is called graph-reducibility, the reason why it is called that way is explained in Chapter 2.

Investigating both properties is the central aim of this thesis. In particular, we aim to find restrictions on branch evaluations such that these properties hold. Additionally, these properties are future guidelines for new justification semantics. If new justification semantics are devised, it should satisfy both properties to be of practical use as the first property ensures that the semantics are not contradictory, while the second property allows for the compression of tree-like justification into graph-like justifications. This has important ramifications in real computer applications, as most of the time, a tree-like justification is an infinite structure and consequentially does not fit in memory. So if there is an equally good graph-like justification, this can then be used instead. Justifications are used for example in parity game solvers, see the work by Lapauw et al. (2020).

Somewhat unexpectedly, these properties are intrinsically related to each other: if graph-like justifications are consistent, then graph-reducibility holds and tree-like justifications are also consistent.

Apart from these two properties, we have two additional lines of research. As mentioned before, justification theory aims to be a unifying framework. Another framework with origins in logic programming is AFT. The foundations of AFT lie in Tarski’s fixpoint theory (Tarski, 1955); hence the fundamental objects

---

6In some semantics, such as co-well-founded semantics, as we see later, this is actually a valid argument.
in AFT are operators and their fixpoints. Since there is an overlap between the logics justification and AFT capture, it begs the question of what is the relation between the two formalisms.

Our last line of research is about modularity in knowledge representation. In order to have efficient knowledge representation, it is paramount that if new logical constructs are added, that the semantics does not have to be completely overhauled to get it working. That is, knowledge representations should be composable. Denecker et al. (2015) provided a way to compose different justification semantics by nesting of justification frames. However, to give meaning to the nesting, it is compressed to regular justification semantics. By doing this, a lot of information is lost in the justifications, which has the effect that justifications do not have a proper explaining characteristics. Therefore, it begs the question whether we can improve on this by providing an alternative way to look at nestings without losing information in the justifications.

1.4 Structure of Thesis

In the next chapter, we establish the preliminaries for justification theory, which includes detailed definitions for justification theory as well as the four main branch evaluations. We do some ground work for the next chapters such as results concerning pasting-together of justifications as well as formally defining our two research questions and goals. This chapter finishes by showing that justification theory can capture logic programming semantics and abstract argumentation frameworks.

In the third chapter, we take a deeper look into the consistency of the four main justification semantics and prove some relations between the models of these main justification semantics.

The fourth chapter further investigates the consistency problem, but does so from a different angle by embedding justification theory into game theory. This embedding effectively shows that justifications can be seen as strategies in some two-player game. Using game theoretic results, we find two additional properties for branch evaluations that imply its consistency in a finite setting.

Previously, we talked about justification theory being a unifying framework. Another unifying framework that tries to capture similar semantics is AFT. In Chapter 5, we explore the relation between both unifying frameworks. As an added bonus, we transfer ultimate semantics, a concept from AFT, to justification theory; further expanding the number of semantics being able to be captured by justification theory.
One benefit of justification theory that we have not discussed yet is its modularity. Justification theory achieves this by nesting. Intuitively, this can be viewed as justifications inside justifications. This is further explored in Chapter 6. As an unexpected consequence we find a property that implies the satisfaction of graph-reducibility. Moreover, we settle the consistency for tree-like justifications. We end this chapter with a number of applications that use nested justification systems.

The seventh and final chapter provides a conclusion and possible future directions for this line of research.

Most chapters are a stand-alone topic, except for Chapter 2 as it lays the groundwork for the subsequent chapters. Each chapter has a conclusion in which future directions are laid out for that line of research.
Chapter 2

Justification Theory

2.1 Introduction

This chapter first introduces the basic notions of justification theory. After that, we discuss the consistency problem in detail. Equivalence of justification frames and complementarity of rules are also discussed. We give an important counterexample that does not have the consistency property. Incidentally, it is also a counterexample for graph-reducibility, which is then discussed next. The relation between consistency and graph-reducibility is then explained and elaborated. Next, a number of branch evaluation types are given, as well as dual justification semantics. One interesting set of branch evaluations are splittable and they allow us to paste justifications together to obtain an explanation for everything at once. The chapter ends by showing how logic programming semantics and abstract argumentation framework semantics can be captured by justification theory.

The content of this chapter is an amalgamation of four papers (Marynissen et al., 2018a,b, 2020, 2021) with myself as first author. Most proofs and examples are unpublished.

2.2 Definitions

In the introduction we saw a few simple examples of justifications. The nodes in justifications are the basic elements for forming justifications. These are called facts. Each fact has its corresponding negative fact. For instance, if fly
means a certain object can fly, then $\neg\text{fly}$ means that that object cannot fly. Here we take the classical convention that $\neg\neg x = x$ for any $x$. Usually we make an asymmetric distinction between $x$ and $\neg x$. Apart from regular facts, there are a few special facts corresponding to the logical values true, false, and unknown. They are denoted by respectively $t$, $f$, and $u$. Following classical three-valued logic (Belnap, 1977) we get that $\neg t = f$, $\neg f = t$, and $\neg u = u$. The set $\mathcal{L}$ denotes the set $\{f, u, t\}$. We have two orders on $\mathcal{L}$: the truth order $\leq_t$ for which $f \leq_t u \leq_t t$ and the precision order $\leq_p$ for which $u \leq_p f$ and $u \leq_p t$. This captures that when something is $u$, we do not have information on its value, while $f$ and $t$ are as precise as can be. All of this is summarised in the definition of a fact space.

**Definition 2.2.1.** A fact space is any set $\mathcal{F}$ containing $\mathcal{L}$ together with a function $\sim : \mathcal{F} \to \mathcal{F}$ and a partitioning $\mathcal{F}_+ \cup \mathcal{F}_-$ of $\mathcal{F} \setminus \mathcal{L}$ such that

- $\sim$ is an involution, i.e. a bijection that is its own inverse ($\sim\sim x = x$ for all $x \in \mathcal{F}$);
- $\sim t = f$, $\sim f = t$, and $\sim u = u$;
- for all $x \in \mathcal{F} \setminus \{u\}$ the facts $x$ and $\sim x$ are different;
- $x \in \mathcal{F}_+$ if and only if $\sim x \in \mathcal{F}_-$ for all $x \in \mathcal{F} \setminus \mathcal{L}$.

Elements in $\mathcal{F}_+$ (respectively $\mathcal{F}_-$) are called positive (respectively negative) facts. Sometimes, the partition in positive and negative facts is given by a sign function, which is a function $\text{sgn} : \mathcal{F} \setminus \mathcal{L} \to \{+, -\}$ such that $\text{sgn}(x) \neq \text{sgn}(\sim x)$ for all $x \in \mathcal{F} \setminus \mathcal{L}$. This corresponds to the partition as follows: $\mathcal{F}_+ = \text{sgn}^{-1}(\{+\})$ and $\mathcal{F}_- = \text{sgn}^{-1}((-\})$.

When a fact space $\mathcal{F}$ is mentioned, the function $\sim$ and the partition $\mathcal{F}_+$ and $\mathcal{F}_-$ are often implicitly given. If $A$ is a subset of $\mathcal{F}$, then by $\sim A$ the set $\{\sim a \mid a \in A\}$ is meant.

When speaking about facts, usually we say that some facts are true and others are false, or even unknown. In a consistent world, if $x$ is true, then of course $\sim x$ is false because our negation $\sim$ is classical. This is represented by an interpretation.

**Definition 2.2.2.** For a fact space $\mathcal{F}$, a (three-valued) interpretation of $\mathcal{F}$ is a function $I : \mathcal{F} \to \mathcal{L}$ that

- commutes with $\sim$, i.e. $I(\sim x) = \sim I(x)$ for all $x \in \mathcal{F}$;
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• is the identity on $L$, i.e. $I(\ell) = \ell$ for $\ell \in L$.

Interpretations assign logical values to facts so that the value for a fact and its negation are opposite. They represent a possible state of affair of the fact space. Sometimes, interpretations are called structures, especially in the context of first-order logic. The order $\leq_p$ extends to interpretations by piecewise comparison. That is, $I_1 \leq_p I_2$ if for all $x \in F$, $I_1(x) \leq_p I_2(x)$. The order $\leq_t$ extends to interpretations by piecewise comparison of positive facts, i.e. $I_1 \leq_t I_2$ if for all $x \in F_+, I_1(x) \leq_t I_2(x)$.

**Example 2.2.3.** Let $F = L \cup \{\text{bird}, \sim\text{bird}, \text{wounded}, \sim\text{wounded}, \text{bat}, \sim\text{bat}\}$ be a fact space with $F_+ = \{\text{bird}, \text{wounded}, \text{bat}\}$. If we have a certain animal $a$, then the informal meaning of the facts above should be clear. An interpretation $I$ with $I(\text{bird}) = t$ represents a state of affair in which $a$ is a bird.

A fact space is the main ingredient for constructing justifications. The following justification however shows we need some extra structure:

```
fly
   ↓
sun is radioactive
```

We know that the sun is radioactive, however, that is not a good explanation of why something can fly and these facts are not even remotely related to each other. What we need is some way to describe the relations between facts. This is done by providing rules for certain facts. For example, one rule could be

```
fly ← bird, \sim\text{wounded}
```

where the comma between the facts can be read as ‘and’. This rule describes that if the animal is a bird and not wounded, then the animal can fly. Another rule could for example be

```
fly ← bat, \sim\text{wounded}
```

However, not all facts have such rules. It could be that the value of a fact is determined from the outside, not described by our system. For example, we could have established with measurements that the sun is radioactive, but there is no good rule for this (in the fact space we are working with). Facts that do have rules are called *defined* and facts that do not have rules are called *open*. Sometimes, open facts are called parameters. It should be obvious that the logical facts $t, f$ and $u$ are open. We assume that if a fact $x$ is defined,
that $\neg x$ is also defined. This is evident by noting that if you can describe why something holds, then you can also describe why something does not hold. That is why, usually, there is a relation between the rules for $x$ and $\neg x$. The exact correspondence is postponed to Section 2.3.2. The discussion on justification frames is summarised in the definition below.

**Definition 2.2.4.** A *justification frame* $\mathcal{JF}$ is a tuple $⟨\mathcal{F}, \mathcal{F}_d, R⟩$ such that

- $\mathcal{F}$ is a fact space and $\mathcal{F}_d$ is a subset of $\mathcal{F}$;
- no logical fact is defined: $\mathcal{L} \cap \mathcal{F}_d = \emptyset$;
- $R \subseteq \mathcal{F}_d \times (2^\mathcal{F} \setminus \{\emptyset\})$;
- for each $x \in \mathcal{F}_d$ there is at least one element $(x, A) \in R$.

The third point says that we cannot have a rule $(x, \emptyset)$. This means that in every case $x$ should hold. However, such a situation can be described by a rule $(x, \{t\})$. The last point of the definition says that every defined fact $x$ has at least one rule $(x, A)$. This makes sense, otherwise $x$ is not described by the justification frame, and thus would have been an open fact instead. We say $(x, A)$ is a rule for $x$. The set $A$ is called the body of the rule and a case of $x$. We write $\mathcal{JF}(x)$ for the set of cases of $x$ in $\mathcal{JF}$. The set $\mathcal{F}_o$ denotes $\mathcal{F} \setminus \mathcal{F}_d$ and naturally represents the set of open facts. Rules in a justification frame are technically a tuple $(x, A)$ but we usually denote them by $x \leftarrow A$. If $A$ is an enumerable set $\{y_1, \ldots, y_n\}$, then we write $x \leftarrow y_1, \ldots, y_n$ instead of the more formal $x \leftarrow \{y_1, \ldots, y_n\}$.

We are now ready to formally define justifications. The underlying structure of a justification is a directed graph. For the sake of completion we give the definition of a directed graph we use.

**Definition 2.2.5.** A *directed (unlabelled) graph* is a tuple $⟨N, E⟩$ where $N$ is a set of nodes and $E \subseteq N \times N$ is a set of edges. A *directed labelled graph* is a quadruple $⟨N, L, E, \ell⟩$ where $N$ is a set of nodes, $L$ a set of labels, $E \subseteq N \times N$ is a set of edges, and $\ell : N \rightarrow L$ is a function called the labelling.

A node with outgoing edges is called an *internal* node. If a node does not have outgoing edges, we call it a *leaf*\(^2\). When there is an edge from $x$ to $y$, then $x$ is a *parent* of $y$ and $y$ is a *child* of $x$. In previous examples of justifications, we observed that the children of a node should be a case of that node. Or in other words, the justification should reflect the structure of the justification frame.

\(^2\)The more common terminology for graphs is a *sink*. However, the work by Denecker (1993) only considered justifications which were trees, in which this terminology is customary. We tried not to break too much with existing terminology of early justification theory.
**Definition 2.2.6.** Let $\mathcal{JF} = (\mathcal{F}, \mathcal{F}_d, R)$ be a justification frame. A **graph-like justification** is a directed graph $\langle N, E \rangle$ with $N \subseteq \mathcal{F}$ such that for all internal nodes $x \in N$ we have that $\{y \in N \mid (x, y) \in E\}$ is a case of $x$ in $\mathcal{JF}$, i.e. $x \leftarrow \{y \in N \mid (x, y) \in E\} \in R$.

A **tree-like justification** is a directed labelled graph $\langle N, \mathcal{F}, E, \ell \rangle$ that is acyclic (considered as an undirected graph) and for all internal nodes $x \in N$ we have that $\{\ell(y) \mid (x, y) \in E\}$ is a case of $\ell(x)$ in $\mathcal{JF}$, i.e. $\ell(x) \leftarrow \{\ell(y) \mid (x, y) \in E\} \in R$.

Slightly abusing notation, for a node $n$ with label $x$ in a tree-like justification, we usually refer to $x$ instead of $n$.

We have gone through enough preliminaries to explain how justifications are rated, i.e. when a justification is considered a good explanation.

**Example 2.2.7.** Take a look at the following justification:

```
fly
bat
~wounded
```

If the underlying justification frame also has a rule $\sim wounded \leftarrow \sim scratched$, then the justification is not a complete explanation of why the animal can fly.

In the previous example, we see that there is a leaf that is in $\mathcal{F}_d$. This means that the justification is only a partial explanation. Therefore, to complete it, this fact should also be explained. So we tend to only consider justifications that do not have defined facts in their leaves.\(^3\)

**Definition 2.2.8.** A justification is **locally complete** if it has no defined leaves. For $x \in \mathcal{F}$ the set $\mathcal{J}(x)$ is the set of locally complete justifications that have $x$ as an internal node.

Since open facts are determined from the outside, we only look at justifications as explanations for defined facts. So take a defined fact $x$ and let $J$ be a locally complete graph-like justification. The only ‘relevant’ part of the justification is the part of $J$ reachable from $x$. One way to do this is by looking at paths in $J$ starting with $x$. In particular, justification theory considers all maximal paths of $J$ starting with $x$, called $J$-branches.

\(^3\)Non locally complete justifications can also be evaluated, see Definition 2.6.3.
**Definition 2.2.9.** For a justification $J$, a $J$-branch is a path of facts $x_0 \rightarrow x_1 \rightarrow \ldots$ in $J$ that is either infinite or finite and ending in a leaf of $J$. The set of $J$-branches starting with $x$ is denoted as $B_J(x)$.

To provide meaning to a justification, we need to evaluate these branches. We could have a different evaluation for each justification, but we think of the meaning as something universal; being applicable to any justification frame. Therefore, it is useful to define what a branch is with respect to a justification frame $\mathcal{JF}$.

**Definition 2.2.10.** A $\mathcal{JF}$-branch is either an infinite sequence in $\mathcal{F}_d$ or a finite non-empty sequence in $\mathcal{F}_d$ followed by an element in $\mathcal{F}_o$.

It is straightforward that $J$-branches are $\mathcal{JF}$-branches if $J$ is locally complete. A branch $b$ is almost always denoted as $b: x_0 \rightarrow x_1 \rightarrow \ldots$. The negation $\neg b$ of $b$ is defined as $\neg x_0 \rightarrow \neg x_1 \rightarrow \ldots$. Despite of the `$\cdots$', it can also denote a finite branch. A tail of $b$ is any branch $x_i \rightarrow x_{i+1} \rightarrow \cdots$ for $i \geq 0$. When saying a positive branch, we mean a branch having only positive elements.

To evaluate branches we need a mapping from branches to facts. This is exactly what a branch evaluation is.

**Definition 2.2.11.** A branch evaluation $B$ is a mapping that maps any $\mathcal{JF}$-branch to an element in $\mathcal{F}$ for all justification frames $\mathcal{JF}$. A justification system $\mathcal{JS}$ is a tuple $\langle \mathcal{F}, \mathcal{F}_d, R, B \rangle$ such that $\langle \mathcal{F}, \mathcal{F}_d, R \rangle$ is a justification frame and $B$ is a branch evaluation.

The condition that a branch evaluation should be simultaneously defined for all justification frames is important. This condition ensures that branch evaluations can only use the structure of the underlying fact space. For example, an evaluation that evaluates a branch to $f$ if it contains the fact secret is not allowed since secret is not an element in all fact spaces. Therefore, if you want to define a new branch evaluation, then this should not take the specific justification frame into account and should be applicable to all justification frames, and not only a few specific ones. Even though, leaving out this restriction would theoretically still work and all results in thesis will still hold. However, if the semantics belonging to a new branch evaluation adheres to proper knowledge representation principles, it should be broadly applicable. Therefore, branch evaluations are only allowed to use the structure in the given fact space. However, if the new branch evaluation only works on specific fact spaces, then it is advised to put additional structure onto the fact space and allow the branch evaluation only to be used on such fact spaces. We will see an example of that in Chapter 6, when we see nestings of justification systems.
We will provide plenty of examples of branch evaluations later on, but let us first show how branch evaluations are used to rate justifications. Consider the following justification:

```
apple is tasty
```

This might seem like a good explanation why an apple is tasty, but if `apple is sweet` is not true, then the whole explanation collapses. This shows that the value of a justification depends on the interpretation of its facts. So let us take an interpretation $I$. This justification has two very simple branches `apple is tasty → apple has good shape` and `apple is tasty → apple is sweet`. Assume, for the sake of the argument, that our branch evaluation maps finite branches to their last element. Hence, we get the facts `apple is sweet` and `apple has good shape`. By interpreting them with $I$ we get two logical facts. Intuitively, we say that the worst value of these is then our value of the justification. If one of them is false, then our explanation has to be false. If they both hold, then it is a good explanation. This underlies the intuition of the value of a justification.

**Definition 2.2.12.** Let $JS = \langle F, F_d, R, B \rangle$ be a justification system, $I$ an $F$-interpretation, $J$ a locally complete justification in $JS$, and $x \in F_d$ an internal node of $J$. The value of $J$ in $x$ under $I$ is defined as:

$$\text{val}_B(J, x, I) = \min_{b \in B_J(x)} I(B(b)),$$

where $\min$ is with respect to $\leq_t$.

One of the simplest branch evaluations one can think of is just taking the second element of the branch as its evaluation.

**Definition 2.2.13.** The supported (completion) branch evaluation $B_{sp}$ maps $x_0 \rightarrow x_1 \rightarrow \cdots$ to $x_1$.

By using this branch evaluation, every justification corresponds to a single rule. Indeed, the children of $x$ in $J$ form a case $A$ of $x$ by the definition of justifications and all $J$-branches starting with $x$ are mapped to their second element, which is inside $A$. Therefore, the value of the justification depends solely on the interpretation of the elements in $A$. Everything else in the justification is ignored to compute the value of $J$ in $x$. 
Example 2.2.14. Let $\mathcal{F}_d \cap \mathcal{F}_+ = \{x, y, z, v\}$ and let $R$ contain the rules $x \leftarrow y$ and $y \leftarrow z, v$. The only locally complete justification for $x$ is

\[
\begin{array}{c}
x \\
\downarrow \\
y \\
\downarrow \\
z & \text{or} & v
\end{array}
\]

The branches $x \rightarrow y \rightarrow z$ and $x \rightarrow y \rightarrow v$ are mapped to $y$ under $B_{sp}$. Therefore, the branch evaluation $B_{sp}$ only looks at the part $x \rightarrow y$; and thus only the rule for $x$ is important to evaluate the justification under $B_{sp}$. ▲

Sometimes, you do not want to allow infinite sequences of reasoning.

Definition 2.2.15. The Kripke-Kleene branch evaluation $B_{KK}$ maps finite branches to their last element and infinite branches to $u$.

Example 2.2.16. Let $\mathcal{F}_d \cap \mathcal{F}_+ = \{x, y, z\}$ and let $R$ contain the rules $x \leftarrow y, z$ and $z \leftarrow z$. Suppose $I$ is an interpretation with $I(y) = t$. The only locally complete justification for $x$ is

\[
\begin{array}{c}
x \\
\downarrow \\
y \\
\downarrow \\
z
\end{array}
\]

This justifications has two branches: $x \rightarrow y$ and $x \rightarrow z \rightarrow z \rightarrow \ldots$. The former is mapped to $y$ under $B_{KK}$ and the latter is mapped to $u$; hence the value of the justification for $x$ is $\min_{\leq} \{t, u\} = u$. ▲

The previous branch evaluations did not make use of the partition of $\mathcal{F}_d$ into positive and negative facts. We can use this partition to introduce an asymmetry between $x$ and $\sim x$.

Definition 2.2.17. The well-founded branch evaluation $B_{wf}$ maps finite branches to their last element. Under $B_{wf}$, infinite branches are mapped to $t$ if they have a negative tail, to $f$ if they have a positive tail and to $u$ otherwise. The stable (answer set) branch evaluation $B_{st}$ maps a finite branch $x_0 \rightarrow x_1 \rightarrow \cdots \rightarrow x_n$ with all of $x_0, \ldots, x_{n-1}$ having the same sign, to $x_n$; a branch $x_0 \rightarrow x_1 \rightarrow \cdots$ to the first element that has a different sign than $x_0$ if it exists, otherwise to $t$ if all $x_i$ are negative and $f$ if all $x_i$ are positive.
Example 2.2.18. Let $\mathcal{F}_d \cap \mathcal{F}_+ = \{x, y\}$ and let $R$ contain the rules $x \leftarrow \sim y$ and $y \leftarrow \sim x$ and their complementary rules $\sim x \leftarrow y$ and $\sim y \leftarrow x$ (see Definition 2.3.9). The only locally complete justification containing $x$ is

$$
\begin{array}{c}
x \\
\uparrow \\
\sim y
\end{array}
$$

Under $\mathcal{B}_{st}$, this represents a choice rule between $x$ and $y$. If $\mathcal{I}(y) = f$, then the value of this justification is $t$ and vice versa. ▲

The names of these branch evaluations are not random, since they can be used to capture similarly-named semantics in logic programming, see Section 2.7.1.

Consider the following two justifications:

```
fly
\arrow{<}
\rightarrow{bird}
\sim{wounded}
```

```
fly
\arrow{<}
\rightarrow{bat}
\sim{wounded}
```

Suppose we know the animal is not wounded and that it is not a bird. However, we have no information about whether the animal is a bat in the interpretation ($\mathcal{I}(\text{bat}) = u$). For simplicity sake, assume we use $\mathcal{B}_{sp}$, then the left justification evaluates to $f$ and the right one to $u$. Therefore we could say that we do not know $\text{fly}$ and we do not know that $\text{fly}$ is not false. This would mean that $\mathcal{I}(\text{fly}) = u$. So if there are multiple justifications, we tend to consider only the best one. Such a best justification (of which there could be more than one) supports the fact up to the value of that justification, just as we have seen that $\text{fly}$ is supported to be $u$ by the right justification above. This idea is called the supported value.

Definition 2.2.19. Let $\mathcal{JS} = (\mathcal{F}, \mathcal{F}_d, R, B)$ be a justification system, $\mathcal{I}$ an $\mathcal{F}$-interpretation, and $x \in \mathcal{F}_d$. The supported value of $x$ in $\mathcal{JS}$ under $\mathcal{I}$ is defined as:

$$SV_{\mathcal{JS}}(x, \mathcal{I}) = \max_{J \in \mathcal{J}(x)} \text{val}(J, x, \mathcal{I}),$$

where max is with respect to $\leq_t$. By abuse of notation, if $\mathcal{JS}$ is clear from context, we write $SV_B(x, \mathcal{I})$ or $SV(x, \mathcal{I})$.

In principle you do not have to take into account all locally complete justifications with $x$ as internal node. The value of a justification $J$ in $x$ is determined solely
by the set $B_J(x)$. Therefore, the only part of $J$ that is of interest is the set of nodes in $J$ reachable from $x$.

**Definition 2.2.20.** A node $x$ is a root of $J$ if every node of $J$ is reachable from $x$ in $J$.

**Proposition 2.2.21.** For any locally complete graph-like (respectively tree-like) justification $J$ and $x \in F_d$ a label of an internal node, there is a locally complete graph-like (respectively tree-like) justification $J'$ such that $x$ is a root of $J'$ and $\text{val}(J, x, \mathcal{I}) \leq_t \text{val}(J', x, \mathcal{I})$ for all interpretations $\mathcal{I}$.

**Proof.** Take a node $n$ labelled $x$. Let $J'$ be the subgraph of $J$ spanned by the nodes that are reachable from $n$. By definition $J'$ is connected. Since $J$ is locally complete, $J$ will have no leaves with a defined fact as label, and so $J'$ is locally complete. By construction $B_{J'}(x) \subseteq B_J(x)$, which means that $\text{val}(J, x, \mathcal{I}) \leq_t \text{val}(J', x, \mathcal{I})$ for all interpretations $\mathcal{I}$. 

**Corollary 2.2.22.** To determine the supported value of a defined fact $x$, it suffices to look at the justifications that have $x$ as root.

It makes sense that open facts do not have a supported value since they are determined from the outside. We can however, extend the supported value to the whole of $F$ by just taking the same value as the interpretation for open facts.

**Definition 2.2.23.** Let $\mathcal{JS}$ be a justification system. For any $F$-interpretation $\mathcal{I}$, $S_{\mathcal{JS}}(\mathcal{I})$ is the function $F \to L$ which maps $x \in F$ to

- $\text{SV}_{\mathcal{JS}}(x, \mathcal{I})$ if $x \in F_d$;
- $\mathcal{I}(x)$ if $x \in F_o$.

The function $S_{\mathcal{JS}}$ is called the support operator. If $\mathcal{JS}$ consists of $\mathcal{JF}$ and $B$, then we write $S_{\mathcal{JF}}^B$ for $S_{\mathcal{JS}}$.

Assume we have an interpretation $\mathcal{I}$ such that $\mathcal{I}(x) = f$, but there is a justification $J$ with $\text{val}_B(J, x, \mathcal{I}) = t$. Then this interpretation seems to be incomplete by not utilising all the good explanations. Similarly, if $\mathcal{I}(x) = t$, but the best justification for $x$ has only the value $f$, then $\mathcal{I}$ has unsupported claims. This brings us to models in justification theory.

**Definition 2.2.24.** Let $\mathcal{JS} = \langle F, F_d, R, B \rangle$ be a justification system. An $F$-interpretation $\mathcal{I}$ is a $\mathcal{JS}$-model if for all $x \in F_d$, $\text{SV}_{\mathcal{JS}}(x, \mathcal{I}) = \mathcal{I}(x)$. If $\mathcal{JS}$ consists of $\mathcal{JF}$ and $B$, then a $\mathcal{JS}$-model can be referred to as a $B$-model of $\mathcal{JF}$. 
In some cases, you might be interested only in models.

**Definition 2.2.25.** Two justification systems $\mathcal{JS}_1$ and $\mathcal{JS}_2$ are *equivalent* if the set of $\mathcal{JS}_1$-models and the set of $\mathcal{JS}_2$-models are equal. Two branch evaluations $\mathcal{B}_1$ and $\mathcal{B}_2$ are *equivalent* if for all justification frames $\mathcal{JF}$, the set of $\mathcal{B}_1$-models of $\mathcal{JF}$ and the of $\mathcal{B}_2$-models of $\mathcal{JF}$ are equal.

In some cases, one can also be concerned what the supported value is in a non-model.

**Definition 2.2.26.** Two justification systems $\mathcal{JS}_1$ and $\mathcal{JS}_2$ are *strongly equivalent* if $S_{\mathcal{JS}_1} = S_{\mathcal{JS}_2}$.

It is clear that strong equivalence implies equivalence since $\mathcal{JS}$-models are the fixpoints of $S_{\mathcal{JS}}$.

### 2.3 Consistency of Justification Systems

Models can be thought of as fixpoints of the support operator, in the sense that $S_{\mathcal{JS}}(I) = I$. However, we should note that the domain and range of the support operator are not equal: the range of the support operator is the set of functions from $\mathcal{F}$ to $\mathcal{L}$, while the domain is the set of $\mathcal{F}$-interpretations, which are functions from $\mathcal{F}$ to $\mathcal{L}$ with some additional properties such as $I(\sim x) = \sim I(x)$ for all $x \in \mathcal{F}$. Therefore, standard techniques of finding fixpoints by iterating the support operator do not work. This actually brings us to our first problem we try to solve in this thesis. Assume for some $x$ we have a justification with value $t$. This justification serves as an explanation of why $x$ is true. This begs the question which semantic structure can explain why $x$ is false. From the definition of supported value, it can be seen that $x$ is false if there are no justifications for $x$ with a value greater than $f$. The question that then remains is: how to show that there are no such justifications for $x$. The most obvious solution is considering a justification of $\sim x$. Indeed, intuitively, an explanation why the negation of $x$ is true should explain why $x$ is false. However, this method implicitly assumes that $SV(\sim x, I) = \sim SV(x, I)$. This is a fundamental property, otherwise justification semantics is unsound: we have a justification explaining $x$ is $\ell$, while there is no justification that explains that $\sim x$ has value $\sim \ell$.

**Definition 2.3.1.** A justification system $\mathcal{JS}$ is *consistent* if $SV_{\mathcal{JS}}(\sim x, I) = \sim SV_{\mathcal{JS}}(x, I)$ for all $x \in \mathcal{F}_d$ and $\mathcal{F}$-interpretations $I$. 
Consistency is a reasonable assumption that, unfortunately, is not always satisfied. An obvious way to not satisfy it is by having unrelated rules for $x$ and $\sim x$.

$$\{ x \leftarrow t \} \quad \{ \sim x \leftarrow t \}$$

Of course, in this example we cannot expect that the justifications for $x$ and $\sim x$ are related because their rules are contradictory.

The first and most important research question of this thesis is the following.

---

**Consistency problem**

When is a justification system consistent? In particular, what properties do branch evaluations and justification frames need to have to ensure that the justification system is consistent?

---

### 2.3.1 Equivalent Justification Frames

Let us first look at the conditions on the justification frames. We will see that in a lot of formalisms captured by justification theory, rules are only given for one of $x$ or $\sim x$ and the rules for the other are implicitly constructed. For example, if we have the following rules:

$$\{ \text{fly} \leftarrow \text{bird}, \sim \text{wounded} \} \quad \{ \text{fly} \leftarrow \text{bat}, \sim \text{wounded} \}$$

then it is obvious that the animal does not fly if it is either wounded or both not a bird and not a bat. This provides the following rules:

$$\{ \sim \text{fly} \leftarrow \text{wounded} \} \quad \{ \sim \text{fly} \leftarrow \sim \text{bird}, \sim \text{bat} \}$$

What happens is that these rules are constructed by taking a fact from the body of each rule for fly and negating them. So you will also get the redundant rules

$$\{ \sim \text{fly} \leftarrow \sim \text{bird}, \text{wounded} \} \quad \{ \sim \text{fly} \leftarrow \sim \text{bat}, \text{wounded} \}$$

With redundant we mean the following.

**Definition 2.3.2.** A rule $x \leftarrow A$ is redundant in a justification frame $\mathcal{JF}$ if there is a rule $x \leftarrow B$ with $B \subseteq A$. 
Adding redundant rules to a justification frame will not alter any justification model. Adding a redundant rule will allow for more justifications, but such justification will not be better than without redundant rules. If a justification uses a redundant rule, this rule can be replaced by a ‘better’ rule to get a new justification that is a subgraph of the original justification; hence will be as good as the original one.

This insensitivity to redundant rules is captured by an equivalence relation on justification frames with the same underlying fact space.

**Definition 2.3.3.** Two justification frames $\mathcal{JF} = \langle \mathcal{F}, \mathcal{F}_d, R \rangle$ and $\mathcal{JF}' = \langle \mathcal{F}, \mathcal{F}_d, R' \rangle$ are equivalent\(^4\) if for every rule $x \leftarrow A \in R$, there is a rule $x \leftarrow B \in R'$ such that $B \subseteq A$, and likewise for every rule $x \leftarrow B \in R'$, there is a rule $x \leftarrow A \in R$ such that $A \subseteq B$.

Note that the underlying fact space and set of defined facts should be the same to be able to speak about equivalence. Equivalent frames have the same models because their justifications are related.

**Proposition 2.3.4.** If $\mathcal{JF}$ and $\mathcal{JF}'$ are equivalent, then for every branch evaluation $B$ we have that $S_{\mathcal{JF}}^B = S_{\mathcal{JF}'}^B$.

**Proof.** For the purpose of simplicity, we only prove this for graph-like justifications. The proof is similar for tree-like justifications. A graph-like justification is just a set of rules. Therefore, by equivalence, any justification $J$ in $\mathcal{JF}$ can be transformed to a justification $J'$ in $\mathcal{JF}'$, by choosing\(^5\) for each rule $x \leftarrow A$ in $J$ a rule $x \leftarrow B$ in $R'$ such that $B \subseteq A$. This justification $J'$ is a subgraph of $J$. This means that $B_{J'}(x) \subseteq B_J(x)$; hence $\text{val}_B(J, x, I) \leq_t \text{val}_B(J', x, I)$. So for every best justification for $x$ in $\mathcal{JF}$, we can find a justification for $x$ in $\mathcal{JF}'$ that is at least as good. Therefore, $\text{SV}_{\mathcal{JF}}^B(x, I) \leq_t \text{SV}_{\mathcal{JF}'}^B(x, I)$. By swapping $\mathcal{JF}$ with $\mathcal{JF}'$ in what we proved above we get that $\text{SV}_{\mathcal{JF}}^B(x, I) = \text{SV}_{\mathcal{JF}'}^B(x, I)$; hence $S_{\mathcal{JF}}^B = S_{\mathcal{JF}'}^B$, which concludes our proof. \qed

We have seen that by adding redundant rules we stay in the same equivalence class. Sometimes, however, it is not possible to remove all redundant rules, as shown by Denecker et al. (2015, Example 3).

\(^4\)This is an equivalence relation: it is reflexive, symmetric and transitive.  
\(^5\)This is possible by the Axiom of Choice.
2.3.2 Complementarity of Rules

We have seen in Section 2.3.1 that usually only one of \( x \) or \( \sim x \) has explicit rules and that rules for the other can be constructed from the other. We now make this formal. Rules are constructed by taking an element of each case. This is exactly what a selection function does.

**Definition 2.3.5.** Let \( F \) be a fact space and \( R \subseteq F \times (2^F \setminus \emptyset) \) be a set of rules. For \( x \in F \), let \( R[x] \) denote the set \( \{ A \mid x \leftarrow A \in R \} \). Let \( F_d \) be the subset of \( F \) for which \( R[x] \neq \emptyset \). A **selection function** of \( x \in F_d \) in \( R \) is a function \( S: R[x] \rightarrow F \) such that \( S(A) \in A \) for all \( A \in R[x] \).

A selection function for \( x \) selects an element of each case of \( x \). In general, selection functions exist when you assume the Axiom of Choice (which we do throughout this text). For a given selection function \( S \) of \( x \) in \( R \), the set \( \{ S(A) \mid A \in R[x] \} \) is denoted by \( \text{Im}(S) \). Once you have a selection function, it can be used to construct new rules.

**Definition 2.3.6.** Let \( F, R \), and \( F_d \) be as before. Define the **complement** \( C(R) \) of \( R \) as the set of elements of the form \( \sim x \leftarrow \sim \text{Im}(S) \) for \( x \in F_d \) and \( S \) a selection function of \( x \) in \( R \). For a justification frame \( JF = \langle F, F_d, R \rangle \), the **complement** \( C(JF) \) is defined as \( \langle F, F_d, C(R) \rangle \).

This construction allows to construct rules for \( \sim x \) from rules for \( x \). For example, in logic programming, only rules for positive facts are given, while in abstract argumentation, only rules for negative facts are given. Using the above construction, we can transform logic programs and abstract argumentation frames into justification frames. We will come back to both of these applications later on in Sections 2.7.1 and 2.7.3.

Going back to the consistency problem, we saw that the rules for \( x \) and \( \sim x \) need to be related. If every rule is constructed by using selection functions, then the rules for \( x \) and \( \sim x \) are definitely related. To make it more broadly applicable, we will only demand equivalence to the complement.

**Definition 2.3.7.** A justification frame \( JF \) is **complementary** if it is equivalent to \( C(JF) \).

By exploiting the equivalence in the definition of complementarity, we get the following characterisation.

**Proposition 2.3.8.** Let \( JF = \langle F, F_d, R \rangle \) be a justification frame. Then \( JF \) is complementary if and only if for every \( x \in F_d \) the following hold:
1. for every selection function $S$ of $x$ in $R$, there exists an $A \in JF(\sim x)$ such that $A \subseteq \sim \text{Im}(S)$;

2. for every $A \in JF(x)$, there exists a selection function $S$ of $\sim x$ in $R$ such that $\sim \text{Im}(S) \subseteq A$.

Proof. This follows directly from writing out the equivalence in the definition of complementary.

The complement above does not keep the original rules.

Definition 2.3.9. The complementation\(^6\) $CC(JF)$ of $JF = \langle F, F_d, R \rangle$ is defined as the justification frame $\langle F, F_d, R \cup C(R) \rangle$.

Complementation can also be applied to any set of rules $R$. Most examples will only explicitly mention the rules for one of $x$ or $\sim x$. In that case, the complementation of those rules is implicitly assumed.

Example 2.3.10. Take $F_d = \{a, b, c, \sim a, \sim b, \sim c\}$, $F_o = \mathcal{L}$, and

$$R = \left\{ a \leftarrow b, \quad a \leftarrow c, \quad b \leftarrow t, \quad c \leftarrow t \right\}.$$  

The complementation of $R$ gives a complementary justification frame $JF = \langle F, F_d, R \cup C(R) \rangle$, where

$$C(R) = \left\{ \sim a \leftarrow \sim b, \sim c, \sim b \leftarrow f, \sim c \leftarrow f \right\}.$$  

The justification frame obtained in the example above is also complementary. This can be generalised to the following proposition.

Proposition 2.3.11. Let $F$ be a fact space and let $F_d$ be a subset of $F$ closed under $\sim$ that does not contain logical facts. Let $\{F_1, F_2\}$ be a partition of $F_d$ such that $\sim F_1 = F_2$. Let $R$ be a subset of $F_1 \times (2^F \setminus \emptyset)$ such that for each $x \in F_1$, there is an $(x, A) \in R$. Then $JF = \langle F, F_d, R \cup C(R) \rangle$ is complementary.

\(^6\)Denecker et al. (2015) call this complement closure, however this is not a closure operator since $CC(CC(JF)) = CC(JF)$ is not always true. Therefore, we gave it a different name.
Proof. We use the characterisation in Proposition 2.3.8. By construction of \( C(R) \), (1) trivially holds for \( x \in F_1 \) and (2) for \( x \in F_2 \). We first prove (2) for \( x \in F_1 \). Take \( x \in A \in R \cup C(R) \); hence \( x \in A \in R \) since \( x \in F_1 \). We construct a selection function \( S \) of \( \sim x \) such that \( \sim \text{Im}(S) \subseteq A \). For any \( \sim x \leftarrow C \) we have that \( C = \sim \text{Im}(T_C) \) for some selection function \( T_C \) of \( x \). Now define \( S(C) = \sim T_C(A) \in \sim A \cap C \). Therefore, \( \sim \text{Im}(S) \subseteq A \), proving (2) for \( x \in F_1 \).

We now prove (1) for \( x \in F_2 \). So take a selection function \( S \) of \( x \) in \( JF \). Suppose by contradiction that for all \( A \in JF(\sim x) \) it holds that \( A \not\subseteq \sim \text{Im}(S) \); hence there exists a \( y_A \in A \setminus \text{Im}(S) \). Define \( T : JF(\sim x) \to F : A \mapsto y_A \), which constitutes a selection function of \( \sim x \) in \( JF \), and \( \text{Im}(T) \cap \sim \text{Im}(S) = \emptyset \). Since \( \sim x \in F_1 \), we have that (1) holds for \( \sim x \), so there exists a \( C \in JF(x) \) such that \( C \subseteq \sim \text{Im}(T) \). This means that \( C \cap \text{Im}(S) = \emptyset \). This, however, contradicts that \( S(C) \in C \); hence (1) holds for \( x \in F_2 \).

The partition \( \{F_1,F_2\} \) is usually the partition \( \{F_+,F_-\} \). In general the complementation of a justification frame is not always complementary.

Example 2.3.12. Let \( JF = (F,F_d,R) \) with \( F_d = \{a,\sim a\} \), \( F_o = \mathcal{L} \), and

\[
R = \left\{ \begin{array}{c}
a \leftarrow t \\
\sim a \leftarrow t \\
\end{array} \right\}.
\]

The complementation of \( JF \) adds the following rules:

\[
\left\{ \begin{array}{c}
a \leftarrow f \\
\sim a \leftarrow f \\
\end{array} \right\},
\]

while the complement of the complementation of \( JF \) has the additional rules

\[
\left\{ \begin{array}{c}
a \leftarrow t,f \\
\sim a \leftarrow t,f \\
\end{array} \right\}.
\]

These two justification frames are not equivalent; hence the complementation of \( JF \) is not complementary. This is to be expected because the rules for \( a \) and \( \sim a \) are contradictory. ▲

Luckily, complementation of a complementary justification frame does what you expect.

Proposition 2.3.13. Let \( JF \) be a complementary justification frame. Then \( JF \) is equivalent with \( CC(JF) \) and \( CC(JF) \) is complementary.

Proof. If \( JF \) is complementary, then complementation only adds redundant rules by (1) of Proposition 2.3.8. Therefore, \( JF \) is equivalent with \( CC(JF) \).
Take $x \leftarrow A \in C(CC(JF))$. So there is a selection function $S$ of $\sim x$ in $CC(JF)$ such that $A = \sim \text{Im}(S)$. We can restrict this selection function to a selection function $T$ of $\sim x$ in $JF$. Because $JF$ is complementary, there is a $C \in JF(\sim x)$ such that $C \subseteq \sim \text{Im}(T)$. We have that $C \in CC(JF)$ and thus $C \subseteq \sim \text{Im}(T) \subseteq \sim \text{Im}(S) = A$.

Take $x \in A \in CC(JF)$. Therefore, by equivalence, there is a $B \in JF(x)$ such that $B \subseteq A$. Since $JF$ is complementary, there is a $C \in C(JF)(x)$ by construction of complementation. Therefore, we proved that $C(CC(JF))$ and $CC(JF)$ are equivalent; hence $CC(JF)$ is complementary.

In principle, we can keep taking the complementation of a complementary justification frame. Because this operation is monotone, it halts at some point into a fixed point, i.e. a justification frame that is equal to its complementation.

**Lemma 2.3.14.** Any complementary justification frame is equivalent to a complementary justification that is fixed under complementation.

**Proof.** Complementation is a monotone operation with respect to the subset order, hence by the Knaster-Tarski fixpoint theorem (Tarski, 1955), there is an ordinal $\alpha$ such that the frame $CC^\alpha(JF)$ is fixed under complementation. By Proposition 2.3.13, this frame is complementary and equivalent to the original frame.

The supported value stays the same when you evaluate in an equivalent frame. Therefore, to prove the consistency it suffices to look at justification frames that are fixed under complementation. This fact is further exploited in Chapter 4.

In complementary justification systems, cases of a fact and its negation are intrinsically related.

**Lemma 2.3.15.** If a justification frame is complementary, then for every rule $x \leftarrow A$ and $\sim x \leftarrow B$, we have $A \cap \sim B \neq \emptyset$.

**Proof.** Take $A \in JF(x)$ and $B \in JF(\sim x)$. By complementarity, there exists a selection function $S$ of $\sim x$ such that $\sim \text{Im}(S) \subseteq A$. Therefore, $\sim S(B) \in A$. On the other hand, $S(B) \in B$; hence $\sim S(B) \in A \cap \sim B$.

This lemma actually expands to justifications.

**Lemma 2.3.16.** Let $JF = (F, F_d, R)$ be a complementary justification frame and $x \in F_d$. If $J$ and $K$ are locally complete justifications in $J(x)$ and $J(\sim x)$ respectively, then there exists a $J$-branch $b$ starting with $x$ such that $\sim b$ is a $K$-branch starting in $\sim x$. 

Proof. For simplicity sake, we only prove this for graph-like justifications. The proof for tree-like justifications is similar. We incrementally define $J$-paths $b_i$ and $K$-paths $b_i^*$ of length $i$ such that $b_i = \sim b_i^*$. Define $b_1$ and $b_1^*$ as the node $x$ and $\sim x$ respectively. Now assume that we obtained $b_i$ and $b_i^*$. Let $y$ be the end node of $b_i$. If $y$ is not defined, so is $\sim y$ and then $b_i$ is the desired $J$-branch. So assume $y$ is defined. We want to find a fact $z$ such that $z$ is a child of $y$ in $J$ and $\sim z$ is a child of $\sim y$ in $K$. By using the rules for $y \leftarrow A$ in $J$ and $\sim y \leftarrow B$ in $K$ we can use Lemma 2.3.15 to obtain that $A \cap \sim B \neq \emptyset$ because $JF$ is complementary. Choose a $z$ in $A \cap \sim B$. Then we construct $b_{i+1} = b_i \rightarrow z$ and $b_{i+1}^* = b_i^* \rightarrow \sim z$. Our required branch is then the limit of $b_i$ for $i$ going to infinity. 

This lemma has an important consequence. If $x$ has a good justification $J$, i.e. $\text{val}(J,x,\mathcal{I}) = t$, then every justification $K$ for $\sim x$ has the negation of a $J$-branch starting with $x$ in $K$. To get consistent justification semantics, we want that every justification for $\sim x$ has a branch that evaluates to $f$ under $\mathcal{I}$. A good candidate can be this shared negated branch obtained from Lemma 2.3.16. Therefore, it is not too far-fetched to demand that our branch evaluation has the following property.

**Definition 2.3.17.** A branch evaluation $B$ respects negation if for all justification frames $JF$ and all $JF$-branches $b$ it holds that $B(\sim b) = \sim B(b)$.

For a branch evaluation that has this property, if $x$ has a $t$ justification, then every justification for $\sim x$ will have value $f$. This observation solves one direction of the consistency problem.

**Theorem 2.3.18.** Let $\mathcal{JS} = \langle \mathcal{F}, \mathcal{F}_d, R, B \rangle$ be a complementary justification system with $B$ respecting negation. Then

$$\text{SV}_{\mathcal{JS}}(x, \mathcal{I}) \leq_t \sim \text{SV}_{\mathcal{JS}}(\sim x, \mathcal{I})$$

for any $x \in \mathcal{F}_d$ and $\mathcal{F}$-interpretation.

Proof. Take $x$ with $\text{SV}_{\mathcal{JS}}(x, \mathcal{I}) = \ell$ for some $\ell \in \mathcal{L}$. This means there is a justification $J$ such that $\text{val}_{\mathcal{JS}}(J, x, \mathcal{I}) = \ell$. Take a justification $K$ for $\sim x$. Therefore, by Lemma 2.3.16, there is a $J$-branch $b$ starting with $x$ such that $\sim b$ is a $K$-branch starting in $\sim x$. If $\ell = t$, then $\mathcal{I}(B(b)) = t$; hence $K$ has a branch that is evaluated to $f$. Therefore, $\text{val}_{\mathcal{JS}}(K, \sim x, \mathcal{I}) = f$. Since $K$ was taken arbitrarily, we have that $\text{SV}_{\mathcal{JS}}(\sim x, \mathcal{I}) = f$.

If $\ell = u$, we need to prove that $u \geq_t \text{SV}_{\mathcal{JS}}(\sim x, \mathcal{I})$. Similarly, every justification $K$ for $\sim x$ has a branch $\sim b$ starting in $\sim x$ such that $b$ is a $J$-branch and $\mathcal{I}(B(b)) \geq_t u$. This shows that $\mathcal{I}(B(\sim b)) \leq_t u$. Therefore, $\text{SV}_{\mathcal{JS}}(\sim x, \mathcal{I}) \leq_t u$. 


For \( \ell = f \), nothing has to be proven.

We now define a branch evaluation that will serve as a counterexample throughout this thesis.

**Definition 2.3.19.** The branch evaluation \( B_{ex} \) is defined as follows:

- \( B_{ex}(x_0 \rightarrow x_1 \rightarrow \cdots \rightarrow x_n) = x_n \);
- \( B_{ex}(x_0 \rightarrow x_1 \rightarrow \cdots) = f \) if \( \exists i_0 \in \mathbb{N}: \forall i,j > i_0: x_i \in F_+ \) and if \( x_i = x_j \), then \( x_{i+1} = x_{j+1} \);
- \( B_{ex}(x_0 \rightarrow x_1 \rightarrow \cdots) = t \) if \( \exists i_0 \in \mathbb{N}: \forall i,j > i_0: x_i \in F_- \) and if \( x_i = x_j \), then \( x_{i+1} = x_{j+1} \);
- \( B_{ex}(x_0 \rightarrow x_1 \rightarrow \cdots) = u \) otherwise.

Using this branch evaluation we see that the converse of Theorem 2.3.18 is not always true as illustrated by the following example.

**Example 2.3.20.** Take \( F_d = \{a, \sim a, b, \sim b, c, \sim c\} \), \( F_o = \mathcal{L}, F_+ = \{a,b,c\} \), and \( F_- = \{\sim a, \sim b, \sim c\} \). The set of rules is the complementation of

\[
\begin{align*}
  a &\leftarrow b \\
  a &\leftarrow c \\
  b &\leftarrow a \\
  c &\leftarrow a
\end{align*}
\]

Under the branch evaluation \( B_{ex} \), we have that \( SV_g(a,\mathcal{I}) = f \) and \( SV_g(\sim a,\mathcal{I}) = u \) for any interpretation \( \mathcal{I} \) of \( F \), i.e., graph-like consistency is not satisfied here. This can easily be checked by noting that the only connected graph-like justifications with \( a \) or \( \sim a \) as internal node are the following:

\[
 a \leftrightarrow b \quad a \leftrightarrow c \quad \sim b \leftrightarrow \sim a \leftrightarrow \sim c
\]

Additionally, it can also be seen that \( SV_t(a,\mathcal{I}) = u \) and \( SV_t(\sim a,\mathcal{I}) = u \) for each interpretation \( \mathcal{I} \), and thus that the graph-like supported value can differ from the tree-like supported value. A tree-like justification \( J \) with \( \text{val}(J,a,\mathcal{I}) = u \) is given below:

\[
 a \rightarrow b \rightarrow a \rightarrow c \rightarrow a \rightarrow b \rightarrow a \rightarrow c \rightarrow \cdots
\]

A tree-like justification \( J \) with \( \text{val}(J,\sim a,\mathcal{I}) = u \) is given by unfolding (see below) of the graph-like justification for \( \sim a \) with value \( u \) to a tree-like justification. ▲
2.4 Graph-Reducibility

Example 2.3.20 touches upon our second research question. We have two different kinds of justification. Both induce justification semantics. This raises the question how they are related. When you have a graph-like justification $J$, we can unroll it into a tree-like justification $T$ such that $B_J(x) = B_T(x)$ for a given internal node $x$ of $J$.

Definition 2.4.1. Let $J$ be a graph-like justification with an internal fact $x$. Define the sequence of trees $T_i$ as follows

- $T_0$ is the rule for $x$ in $J$.
- $T_{i+1}$ is $T_i$ plus for each leaf $y$ in $T_i$ the rule for $y$ in $J$.
- For a limit ordinal $\alpha$, $T_\alpha$ is the union of all $T_i$ with $i < \alpha$

The unrolling of $J$ with respect to $x$ is $T_\beta$ for some ordinal $\beta$ such that $T_\beta = T_{\beta+1}$. This is well-defined (such a $\beta$ exists) by the Knaster-Tarski fixpoint theorem (Tarski, 1955) since $T_i$ is contained in $T_{i+1}$ for all ordinal numbers $i$.

Proposition 2.4.2. Let $J$ be a graph-like justification with an internal fact $x$ and let $T$ be the unrolling of $J$ with respect to $x$. Then $B_J(x) = B_T(x)$.

Proof. Follows directly from the construction of $T$.

Since the value of justifications only depends on the branches starting with $x$ we get the following proposition.

Proposition 2.4.3. Take a locally complete graph-like justification $J$ and an internal node $x$ in $J$. Then there is a locally complete tree-like justification $T$ such that $\text{val}_B(J, x, I) = \text{val}_B(T, x, I)$ for all branch evaluations $B$ and $F$-interpretations $I$.

Proof. The justification $T$ is the unrolling of $J$ with respect to $x$.

This has the following consequence.

Corollary 2.4.4. For any justification system $\mathcal{JS}$, we have for all $x \in \mathcal{F}_d$ and all $F$-interpretations $I$ that $SV^g_{\mathcal{JS}}(x, I) \leq SV^t_{\mathcal{JS}}(x, I)$.

Proof. This follows directly from the definition of supported value.
This result states that tree-like justifications are more powerful than graph-like justifications. In Example 2.3.20, we see that the opposite direction is not always true: \( SV^g(a, I) = f \), while \( SV^t(a, I) = u \).

**Definition 2.4.5.** A justification system \( JS = \langle F, F_d, R, B \rangle \) is graph-reducible if for all \( x \in F_d \) and \( F \)-interpretations \( I \) it holds that \( SV^g_{JS}(x, I) = SV^t_{JS}(x, I) \). A branch evaluation is graph-reducible if for all complementary justification frames \( JF = \langle F, F_d, R \rangle \) the system \( \langle F, F_d, R, B \rangle \) is graph-reducible.

This raises the following question.

**Graph-reducibility**

Which justification systems are graph-reducible? In particular, what properties do branch evaluations need to have to be graph-reducible?

This is an important property for real-life applications that use justification theory. Tree-like justifications are almost always infinite, but if they are equivalent to graph-like justifications, they have a finite representation that can be used in computer programs.

### 2.4.1 Relation between Consistency and Graph-Reducibility

In Example 2.3.20, the branch evaluation \( B_{ex} \) manages to break both consistency and graph-reducibility. This is not a coincidence as the two properties are related. For a complementary justification frame \( JF \), we have by Theorem 2.3.18 that

\[
SV^t(x, I) \leq_t SV^t(\sim x, I).
\]

On the other hand, by Corollary 2.4.4 we have that

\[
SV^g(x, I) \leq_t SV^t(x, I) \quad \text{and} \quad SV^g(\sim x, I) \leq_t SV^t(\sim x, I).
\]

This gives us the following chain of inequalities.

**Proposition 2.4.6.** For a complementary justification frame \( JF \) we have the following chain of inequalities for any \( x \in F_d \) and \( F \)-interpretation \( I \)

\[
SV^g(x, I) \leq_t SV^t(x, I) \leq_t SV^t(\sim x, I) \leq_t SV^g(\sim x, I).
\]

**Proof.** This is a combination of Theorem 2.3.18 and Corollary 2.4.4. \( \square \)
If the left side and the right side are equal (graph-like consistency), then everything else is equal as well.

**Corollary 2.4.7.** Let $\mathcal{JS}$ be a justification system with an underlying complementary justification frame. Then $\mathcal{JS}$ is graph-like consistent if and only if it is tree-like consistent and graph-reducible.

This result has important implications for our research goals: it suffices to prove that a system is graph-like consistent to get all the other properties. Therefore, in the next chapter we only prove graph-like consistency for the main branch evaluations.

The main goal of this thesis (see previous two research questions) is to identify properties of branch evaluations that imply consistency or graph-reducibility. Therefore, it is important to look at some basic types of branch evaluations.

### 2.5 Branch Evaluation Types

We already have encountered branch evaluations that respect negation. Branch evaluations can map branches to any fact. This fact then has to be interpreted in an interpretation. The simplest type of facts are the logical facts since they always have the same interpretation.

**Definition 2.5.1.** A branch evaluation is *logical* if every branch is mapped to a logical fact in $\mathcal{L}$.

A contrived example is the following.

**Example 2.5.2.** Define $\mathcal{B}$ as follows. If a branch is positive, it is mapped to $t$, if it is negative to $f$, and to $u$ otherwise.

The next simplest type of facts are the open facts, as they are determined from the outside.

**Definition 2.5.3.** A branch evaluation is *parametric* if every branch is mapped to an open fact.

The prototypical examples are $\mathcal{B}_{KK}$ and $\mathcal{B}_{wf}$. The branch evaluation $\mathcal{B}_{ex}$ is also parametric.

Since open facts are determined from the outside it is customary to have the interpretation of the open facts fixed. If this is done, then parametric branch evaluations have only one model.
Proposition 2.5.4. Let \( JF \) be any justification frame and \( B \) a parametric branch evaluation. Let \( I_o \) be an interpretation of \( F_o \). There is at most one \( B \)-model of \( JF \) that extends \( I_o \), i.e., \( I(x) = I_o(x) \) for \( x \in F_o \). If \( JF \) together with \( B \) form a consistent system, then there is exactly one such model.

Proof. The value of a justification only depends on the interpretation of the open facts; hence \( \text{val}_B(J, x, I) = \text{val}_B(J, x, I') \) for every two interpretations \( I \) and \( I' \) that agree on the open facts. This means that \( \text{SV}_B(x, I) = \text{SV}_B(x, I') \). Therefore, if \( JF \) has a \( B \)-model, then it is equal to \( S_{JS}(I) \) for any interpretation \( I \) that extends \( I_o \). If \( JF \) together with \( B \) form a consistent system, then \( S_{JS}(I) \) is the desired model. \( \square \)

Consider the following justification.

```
   a  b
  /\  \|
 c <----- d
```

In a \( B_{sp} \)-model, this is a good justification for \( a \) if \( d \) is true. Because if \( d \) is true, it is a good justification for \( c \); hence \( c \) is true. Therefore, this is a good justification for \( b \); hence \( b \) is true in a model and thus it is a good justification for \( a \). The information of the branch was actually contained in the tail. This can be extended to infinite branches as well.

Definition 2.5.5. A branch evaluation \( B \) is transitive if for all branches \( x_0 \rightarrow x_1 \rightarrow x_2 \rightarrow \cdots \), \( B(x_0 \rightarrow x_1 \rightarrow x_2 \rightarrow \cdots) = B(x_1 \rightarrow x_2 \rightarrow \cdots) \).

The prototypical examples are \( B_{KK} \) and \( B_{wf} \). The branch evaluation \( B_{ex} \) is also transitive. Transitive branch evaluations will be important in Chapter 6. An interesting observation to make is that in transitive branch evaluations, the information is in the tail of a branch.

Somewhat opposite to this, the information could be contained in the beginning of the branch. To be able to say what this means we have to introduce some concepts. For a finite branch \( b: x_0 \rightarrow \cdots \rightarrow x_n \), denote \( \ell(b) = n \). If \( b \) is infinite, we say \( \ell(b) = \infty \). Two branches \( x_0 \rightarrow x_1 \rightarrow \cdots \) and \( y_0 \rightarrow y_1 \rightarrow \cdots \) are identical up to \( n \) if for all \( 0 \leq i \leq n \), we have \( x_i = y_i \). A \( JF \)-branch is decided under \( B \) at \( 0 < n < \ell(B) + 1 \) if for every \( JF \)-branch \( b' \) identical to \( b \) up to \( n \), we have \( B(b) = B(b') \). In this case, we call the \( JF \)-path \( x_0 \rightarrow \cdots \rightarrow x_n \) decided under \( B \). This means that in order to determine the value of \( b \) under \( B \), we
only need the first \( n + 1 \) elements, so all relevant information is located at the beginning of the branch. This allows us to extend \( \mathcal{B} \) to paths that are decided. For example, in \( \mathcal{B}_{st} \), branches with sign switches are mapped to the first sign switch, and thus the path up to and including the sign switch is decided. This also means that every fact after the sign switch does not determine the value of the branch.

**Definition 2.5.6.** A branch evaluation is *decided* if every branch \( b \) is decided at all \( n \) with \( 0 < n < \ell(b) \).

This is the same as demanding that every branch is decided at 1, see Lemma 2.6.9. The only branch evaluation seen so far that is decided is \( \mathcal{B}_{sp} \).

### 2.5.1 Dual Branch Evaluations

Non-logical facts are partitioned into positive and negative facts. Branch evaluations can make use of the sign of such facts to introduce asymmetries between positive and negative facts. Switching the roles of positive and negative facts reverses the asymmetry. This type of concept is usually called duality in mathematics.

**Definition 2.5.7.** Let \( \mathcal{F} \) be a fact space. The *dual fact space* \( \overline{\mathcal{F}} \) is defined to be \( \mathcal{F} \) but with \( \mathcal{F}_+ \) and \( \mathcal{F}_- \) swapped, i.e. \( \mathcal{F}_+ = \mathcal{F}_- \) and \( \mathcal{F}_- = \mathcal{F}_+ \). For a justification frame \( \mathcal{JF} = (\mathcal{F}, \mathcal{F}_d, R) \), \( \overline{\mathcal{JF}} \) is the *dual justification system* \( (\overline{\mathcal{F}}, \overline{\mathcal{F}_d}, R) \).

Each \( \mathcal{JF} \)-branch \( b \) is also a \( \overline{\mathcal{JF}} \)-branch. To make explicit the justification frame \( \mathcal{JF} \) that we regard a branch \( b \) in, we denote \( b \) as \( b_{\mathcal{JF}} \).

**Definition 2.5.8.** Let \( b \) be a branch evaluation. The *dual branch evaluation* \( \overline{\mathcal{B}} \) of \( b \) is defined as follows:

\[
\overline{\mathcal{B}}(b_{\mathcal{JF}}) = \mathcal{B}(b_{\overline{\mathcal{JF}}})
\]

for any justification frame \( \mathcal{JF} \) and \( \mathcal{JF} \)-branch \( b \).

The dual branch evaluation of \( \mathcal{B}_{wf} \) was already defined by Denecker et al. (2015).

**Definition 2.5.9.** The *co-well-founded* branch evaluation \( \mathcal{B}_{cwf} \) maps finite branches to their last element, branches with a positive tail to \( t \), branches with a negative tail to \( f \), and all other branches to \( u \).
Note, that there already exist some work on coinduction in logic programming, notably the work by Gupta et al. (2007); Min and Gupta (2009). There, the authors define coinductive SLDNF resolution. Moreover, the recent system s(ASP) for non-ground ASP (Arias et al., 2018) provides justification capabilities (Arias et al., 2020) and relies on a dual program transformation very similar to the operation of complementation (Definition 2.3.9).

Let us provide an example with the co-well-founded branch evaluation.

**Example 2.5.10.** Let $S$ be a set of infinite lists on the set \{a, b\}. Such a list is represented using head/tail notation as $[H|T]$, where $H$ is the head and $T$ is the tail. Let $F$ be the fact space with $F_+ = \{p(s) \mid s \in S\}$. Define $\ell_{s_1=s_2}$ to be $t$ if $s_1 = s_2$ and $f$ otherwise. Let $R$ be the complementation of $\{p([H|T]) \leftarrow p(T), \ell_{H=a} \mid [H|T] \in S\}$. The unique $B_{cwf}$-model will assign $t$ to $p(s)$ iff and only if $s$ is the infinite list consisting solely out of $a$s. The unique $B_{wf}$-model, on the other hand, will assign $f$ to $p(s)$ for all $s \in S$.

Branch evaluations, such as $B_{sp}$ and $B_{KK}$, that do not depend on the signs are self-dual. Apart from the co-well-founded branch evaluation, we constructed a new semantics: the co-stable branch evaluation $B_{cst} := \overline{B_{st}}$. It differs with $B_{st}$ only on infinite branches that have the same sign throughout. In this case, it is the negation of $B_{st}$. Where stable semantics gives a default value of false to atoms, co-stable semantics gives a default value of true to atoms. We have seen that $B_{cwf}$ is useful for coinductive reasoning in the same manner that $B_{wf}$ is useful for inductive reasoning. Therefore, $B_{cst}$ can have be used in a similar role as $B_{st}$ for $B_{wf}$. Hence, co-stable semantics could be useful in the context of stream reasoning (Beck et al., 2017).

**Example 2.5.11.** Take the same fact space as in Example 2.5.10. Let $R$ be the complementation of $\{p([H|T]) \leftarrow \ell_{H=a}, \sim p(T) \mid [H|T] \in S\}$. A $B_{cst}$-model is an interpretation that maps $p(s)$ to $t$ if and only if $s$ is the alternating infinite list $[a, b, a, b, ...]$. As usual with duality, taking the dual of the dual returns the original one. Similarly, we get the following lemma.

**Lemma 2.5.12.** The justification systems $\langle F, F_d, R, B \rangle$ and $\langle \overline{F}, F_d, R, \overline{B} \rangle$ have the same support operator.

**Proof.** The set of facts are the same in both systems and they have the same set of rules. This means that the set of justifications is equal as well. Moreover, the value of a justification is also the same since branches are evaluated equally. This proves that the supported values are equal and thus that both systems have the same support operator.
While the proof of this lemma is (almost) trivial, it has important consequences for our two research questions.

**Corollary 2.5.13.** If $\mathcal{B}$ is graph-like (respectively tree-like) consistent, then $\overline{\mathcal{B}}$ is graph-like (respectively) consistent. If $\mathcal{B}$ is a graph-reducible, then $\overline{\mathcal{B}}$ is graph-reducible.

**Proof.** It follows directly by noting that if $\mathcal{JF}$ is complementary, then $\overline{\mathcal{JF}}$ is complementary as well. \hfill $\square$

Most properties that branch evaluations have, are also transferred to their dual branch evaluations. This holds for logical, parametric, transitive, and decided branch evaluations.

### 2.6 Pasting Justifications

Most of the time, we take a separate justification for each fact. If we have two graph-like justifications that have no nodes in common, we can take the union of the two to get a justification for both facts. If the justifications overlap, this is a more difficult question. In this section, we define what it means to paste justifications together and what the value of the pasting is. The pasting results given in this section are only for graph-like justifications. Similar results can be proven for tree-like justifications, but we do not need them in the rest of the text; hence the restriction to graph-like justification. Therefore, when we write justification, we mean a graph-like justification.

Any graph-like justification $J$ can be seen as a partial function from $F_d$ to $R$ such that when $x$ is in the domain of $J$, $J(x)$ is a rule for $x$. Write $\text{dom}(J)$ for the domain of $J$. This is just the set of internal nodes of $J$.

**Definition 2.6.1.** A justification $K$ is an extension of a justification $J$ if $K$ coincides with $J$ on the domain of $J$ seen as partial functions.

An easy way to extend a justification is by taking parts from another justification.

**Definition 2.6.2.** For any two justifications $J$ and $K$, the justification $J \uparrow K$ is defined as the justification $J$ on $\text{dom}(J)$ and $K$ on $\text{dom}(K) \setminus \text{dom}(J)$. We say $J \uparrow K$ is the extension of $J$ with $K$.

It is obvious that $J \uparrow K$ is an extension of $J$. This construction can be used to broaden the definition of the value of a justification to justifications that are not locally complete.
Definition 2.6.3. Let $J$ be a non locally complete justification. Define $\text{val}_B(J, x, I)$ as the minimum of $\text{val}_{JS}(K, x, I)$ for every locally complete extension $K$ of $J$ with respect to $\leq_t$.

This definition is compatible with the original definition by the following lemma.

Lemma 2.6.4. If $J$ is locally complete, then $\text{val}_{JS}(J, x, I)$ is the minimum of $\text{val}_{JS}(K, x, I)$ for every locally complete extension $K$ of $J$ with respect to $\leq_t$.

Proof. Since $J$ is locally complete, any extension of $J$ does not add branches starting in $x$ for internal nodes $x$ in $J$. The result then follows immediately. \qed

This implies that for determining the supported value, you can also look at non locally complete justifications. This will be useful in the next chapter.

Going back to extending a justification with another justification, the following lemma serves to be useful.

Lemma 2.6.5. If $J$ and $K$ are two locally complete justifications, then $J \uparrow K$ is locally complete. Moreover, every $(J \uparrow K)$-branch is either a $K$-branch or a concatenation of a $K$-path with a $J$-branch.

Proof. A defined leaf of $J \uparrow K$ is a defined leaf of $J$ or $K$. Hence $J \uparrow K$ is locally complete because $J$ and $K$ are. Take a $(J \uparrow K)$-branch $b: x_0 \rightarrow x_1 \rightarrow \cdots$ such that $b$ is not a $K$-branch. This means there is a least $i$ such that $x_{i+1} \notin K(x_i)$. This means that $x_{i+1} \in J(x_i)$. And if $x_j \in \text{dom}(J)$, then $x_{j+1} \in \text{dom}(J)$ or $x_{j+1}$ is a leaf of $J$. Therefore, by induction we proved that $x_i \rightarrow x_{i+1} \rightarrow \cdots$ is a $J$-branch. The result then follows since $i$ was taken smallest. \qed

The branches that have the form $p \rightarrow b$ with $p$ a non-empty $K$-path and $b$ a $J$-branch are important to calculate the value of $J \uparrow K$. If the branch evaluation is transitive, then it would have the same value as $b$. But it could be that this particular branch has its information in the beginning. This amounts to being decided somewhere in $p$. Similar to the definition of decided, we can say a branch $b: x_0 \rightarrow x_1 \rightarrow \cdots$ is transitive under $B$ at $0 \leq n < \ell(b)$ if $B(b) = B(x_n \rightarrow x_{n+1} \rightarrow \cdots)$.

Definition 2.6.6. A branch $b$ is splittable under $B$ at $0 \leq n < \ell(b) + 1$ if it is either decided or transitive at $n$ under $B$.\footnote{Note that decided at 0 is not defined, so splittable at 0 means transitive at 0.} A branch evaluation $B$ is splittable if for every justification frame $\mathcal{JF}$ and $\mathcal{JF}$-branch $b$, $b$ is splittable at $i$ under $B$ for all $i$ with $0 \leq i < \ell(b) + 1$. \footnote{Note that decided at 0 is not defined, so splittable at 0 means transitive at 0.}
Intuitively, if a branch is splittable at $n$, then the information needed to evaluate the branch is either in the tail or start, but not in both. In formula form, $b : x_0 \rightarrow x_1 \rightarrow \cdots$ is splittable at $n$ if either $B(b) = B(x_n \rightarrow x_{n+1} \rightarrow \cdots)$ or $B(b) = B(x_0 \rightarrow \cdots \rightarrow x_n)$ for the decided path $x_0 \rightarrow \cdots \rightarrow x_n$. We already have seen a few splittable branch evaluations, such as $B_{sp}$, $B_{KK}$, $B_{wf}$, and $B_{ex}$.

**Proposition 2.6.7.** Any decided or transitive branch evaluation is splittable.

*Proof.* Follows directly from the definitions. □

All important branch evaluations seen so far are splittable.

**Proposition 2.6.8.** The branch evaluations $B_{sp}$, $B_{KK}$, $B_{st}$, $B_{wf}$, $B_{ex}$, and their duals are splittable.

*Proof.* By Proposition 2.6.7, it is left to prove that $B_{st}$ is splittable. On positive or negative branches, $B_{st}$ is everywhere transitive. So it suffices to prove that mixed branches are everywhere splittable. Take a branch $b : x_0 \rightarrow x_1 \rightarrow \cdots$ with a first sign switch at $i$. It is straightforward that $b$ is decided at $j \geq i$ and transitive at $j < i$; hence $b$ is everywhere splittable. □

There is an alternative characterisation of splittable that might be more intuitive. But before we get to that, we need some lemmas and terminology.

**Lemma 2.6.9.** If a branch $b$ is decided at $n$, then it is also decided at $m$ for $n \leq m < \ell(b) + 1$.

If a branch is decided, this means there is a first point in which it is decided.

**Definition 2.6.10.** A branch $b$ is *first decided* at $0 < i < \ell(b) + 1$ if $b$ is decided at $i = 1$ or $b$ is decided at $i > 1$ and $b$ is not decided at $i - 1$.

Under $B_{st}$, this point is on the first sign switch. For a general branch evaluation, any branch $b : x_0 \rightarrow x_1 \rightarrow \cdots$ has a least initial segment $b^*$ that is decided. Indeed, if $b$ is first decided at $i$, then $x_0 \rightarrow \cdots \rightarrow x_i$ is this segment. If $b$ is nowhere decided, then $b$ itself is this segment. Using this segment, we can give an equivalent characterisation of splittable.

**Proposition 2.6.11.** A branch evaluation $B$ is splittable if and only if for every branch $b$, we have that every final segment of $b^*$ is decided and has the same evaluation as $b$. 


Proof. Suppose first that $B$ is splittable. Take a branch $b$. If $b$ is nowhere decided, then $b^* = b$ and $b$ is totally transitive. Thus, every final segment of $b^*$ has the same evaluation as $b$. So suppose $b$ is somewhere decided; hence there is a minimal $j$ so that $b$ is decided at $j$. In this case $b^*$ is equal to $x_0 \to \cdots \to x_j$. Take $0 \leq i < j$. Since $b$ is totally splittable, $b$ is transitive at $i$ by minimality of $j$. Take any path $p$ so that $x_i \to \cdots \to x_j \to p$ is a branch. Since $b$ is decided at $j$, we get that
\[ B(b) = B(x_0 \to \cdots \to x_i \to \cdots \to x_j \to p). \]
The branch in the right-hand side cannot be decided at $i$, otherwise $b$ would also be decided at $i$. By splittability, this branch is transitive at $i$; hence we get that
\[ B(b) = B(x_i \to \cdots \to x_j \to p) \]
Therefore, $x_i \to \cdots \to x_j$ is a decided path with the same evaluation as $b$.

Suppose conversely that for every branch $b$, it holds that every final segment of $b^*$ is decided and has the same evaluation as $b$. Take a branch $b$. If $b^*$ is infinite, then every final segment of $b^*$ is a tail of $b$. So if every final segment of $b^*$ has the same evaluation as $b$, we get that $b$ is totally transitive, i.e. totally splittable. So suppose $b^*$ is finite. Let $j = \ell(b^*)$. Then $b$ is decided at $j \geq i$ by Lemma 2.6.9. So we only need to prove that $b$ is transitive at $0 \leq i < j$. We have that
\[ B(x_i \to x_{i+1} \to \cdots) = B(x_i \to \cdots \to x_j) = B(b), \]
which shows that $b$ is transitive at $0 \leq i < j$.

As a consequence, the information of a decided branch under a splittable branch evaluation is condensed to a decided path of length 1.

Corollary 2.6.12. Let $B$ be a splittable branch evaluation. If a branch $b$ is first decided at $j$. Then for all $0 \leq i < j$ the path $x_i \to \cdots \to x_j$ is decided and has the same evaluation as $b$. This includes the path $x_{j-1} \to x_j$.

The opposite also holds.

Lemma 2.6.13. Let $B$ be a splittable branch evaluation. If a $\mathcal{JF}$-branch $b: x_0 \to x_1 \to \cdots$ is not decided at $i > 0$, then the path $x_{i-1} \to x_i$ is not decided.

Proof. There is a $\mathcal{JF}$-branch $b^*: x_0 \to \cdots \to x_i \to p$ with $p$ a path, such that $B(b) \neq B(b^*)$. Since $b$ is not decided at $i$, then it is also not decided at $i - 1$ and thus it is transitive at $i - 1$. It also means that $b^*$ is not decided at
Therefore if \( x_{i-1} \rightarrow x_i \) is decided, then \( B(b) = B(x_{i-1} \rightarrow x_i \rightarrow \cdots) = B(x_{i-1} \rightarrow x_i) = B(x_{i-1} \rightarrow x_i \rightarrow p) = B(b') \), which is a contradiction; hence \( x_{i-1} \rightarrow x_i \) is not decided.

\( \square \)

Even though, the requirement for splittability seems stringent, our counterexample branch evaluation \( B_{\text{ex}} \) is splittable since it is transitive.

The splittability of \( B_{\text{sp}}, B_{\text{KK}}, B_{\text{st}}, \) and \( B_{\text{ef}} \) will be used in Chapter 3 to prove that these evaluations are graph-like consistent, and in Chapter 5 to prove the correspondence between justification theory and approximation fixpoint theory.

For the rest of this section, we show that for a \( B \)-model there is a single justification that explains the whole model if \( B \) is splittable. This is done by carefully pasting justifications together.

In transitive branch evaluations, if we have two internal nodes \( x \) and \( y \) in a justification and we can reach \( y \) from \( x \) in \( J \), then it holds that \( \text{val}_B(J, y, \mathcal{I}) \geq_t \text{val}_B(J, x, \mathcal{I}) \). This is fairly straightforward to see, any \( J \)-branch \( b \) starting with \( y \) can be extended to a \( J \)-branch \( p \rightarrow b \) starting with \( x \). Then by the transitivity of \( B \), we see that \( \mathcal{I}(B(b)) = \mathcal{I}(B(p \rightarrow b)) \geq_t \text{val}_B(J, x, \mathcal{I}) \). Therefore, \( \text{val}_B(J, y, \mathcal{I}) \geq_t \text{val}_B(J, x, \mathcal{I}) \).

This does not hold for splittable branch evaluations.

**Example 2.6.14.** Let \( \mathcal{JS} = (\mathcal{F}, \mathcal{F}_d, R, B_{\text{sp}}) \) be the justification system with \( \mathcal{F}_d = \{a, \sim a, b, \sim b\} \), \( \mathcal{F}_o = \mathcal{L} \cup \{c, \sim c\} \), and

\[
R = \left\{ \begin{array}{c}
a \leftarrow b \\
b \leftarrow c \\
\sim a \leftarrow \sim b \\
\sim b \leftarrow \sim c \\
\end{array} \right\}.
\]

Take the interpretation \( \mathcal{I} \) with \( \mathcal{I}(a) = t \), \( \mathcal{I}(b) = t \), and \( \mathcal{I}(c) = f \). The single locally complete justification \( J \) for \( a \) is equal to

\[ a \rightarrow b \rightarrow c. \]

Even though \( b \) is reachable from \( a \), \( f = \text{val}_{B_{\text{sp}}}(J, b, \mathcal{I}) < \text{val}_{B_{\text{sp}}}(J, a, \mathcal{I}) = t \). \( \triangle \)

The values of \( a \) and \( b \) in this example are different. With splittable branch evaluations we have a similar property when we limit ourselves to equally valued facts.

**Definition 2.6.15.** Let \( \ell \in \mathcal{L} \). A justification \( J \) is \( \ell \)-domain supporting in \( \mathcal{I} \) if \( \text{val}_B(J, y, \mathcal{I}) \geq_t \ell \) for all internal nodes \( y \) of \( J \).
Not every justification $J$ with $\text{SV}_B(x, \mathcal{I}) = \text{val}_B(J, x, \mathcal{I})$ is $\ell$-domain supporting: in Example 2.6.14, the justification is not $t$-domain supporting. In this example, it is not possible to have such a justification for $a$ that is locally complete. The justification with the node $c$ removed is, however, a $t$-domain supporting justification. In general, if $\mathcal{B}$ is splittable such $\ell$-domain supporting justifications exist for any $x \in \mathcal{F}_d$ with $\ell \leq t \text{SV}_B(x, \mathcal{I})$.

**Lemma 2.6.16.** Let $\mathcal{B}$ be a splittable branch evaluation, $\mathcal{I}$ an interpretation, $\ell \in \mathcal{L}$, and take $x \in \mathcal{F}_d$ with $\text{SV}_B(x, \mathcal{I}) \geq \ell$. There is an $\ell$-domain supporting justification $J$ with $x$ as internal node.

**Proof.** Take a locally complete justification $K$ with $\text{val}_B(K, x, \mathcal{I}) = \text{SV}_B(x, \mathcal{I}) \geq \ell$. Let $D$ be the set of internal nodes $y$ in $K$ such that there exists a $K$-path $x \to \cdots \to y$ that is not decided at $y$. Note that we have $x \in D$. Define $J$ to be the restriction of $K$ with domain $D$. The internal nodes of $J$ are exactly the elements of $D$. Take $y \in D$ and a locally complete extension $M$ of $J$. Let $b : y \to y_1 \to y_2 \to \cdots$ be an $M$-branch. We prove that $\text{val}_B(M, y, \mathcal{I}) \geq \ell$ by proving that $I(b) \geq \ell$ for all $b \in B_M(y)$. Since $M$ is chosen arbitrary, this means that $\text{val}_B(J, y, \mathcal{I}) \geq \ell$.

Assume first that $b$ is a $J$-branch, then it is also a $K$-branch. If $y = x$, then $I(B(b)) \geq \ell$, $\text{val}_B(K, x, \mathcal{I}) \geq \ell$. If $y \neq x$, then there is a $K$-path $x \to \cdots \to y$ that is not decided at $y$. Hence, $x \to \cdots \to y \to y_1 \to y_2 \to \cdots$ is transitive at $y$ by splittability of $\mathcal{B}$. Therefore, $B(b) = B(x \to \cdots \to y \to y_1 \to y_2 \to \cdots)$. The latter is a $K$-branch starting with $x$, thus $I(B(b)) \geq \ell$.

Therefore, we can assume that $b$ is not a $J$-branch; hence there is a least $i$ such that $y_i$ is not an internal node of $J$. This means that $y_i$ is a leaf of $J$. Since $J$ is a subgraph of $K$, this means that $y_i$ is either a leaf or an internal node of $K$. In the former case, $y_i$ is open, thus that $b$ is a $J$-branch, which contradicts our assumption. Hence, $y_i$ is an internal node of $K$. If $y = x$, then $y_i$ is an internal node of $K$ outside of $D$. Therefore, $b$ is decided at $y_i$, so the evaluation of $b$ is equal to the evaluation of a $K$-path starting from $x$. This means that $I(B(b)) = I(B(b'))$ for some $K$-branch $b'$ starting at $x$; hence $I(B(b)) \geq \ell$. If $y \neq x$, then there exists a $K$-branch $b' : x \to x_1 \to \cdots \to x_m \to y \to y_1 \to y_2 \to \cdots$ that is not decided at $y$. By splittability of $\mathcal{B}$, $b'$ is transitive at $y$: $B(b') = B(b)$. Since $b'$ is a $K$-branch starting at $x$, we have that $I(B(b)) \geq \ell$.

Note that these justifications do not need to be locally complete.

**Example 2.6.17.** In the justification system from Example 2.6.14, the $t$-domain supporting justification for $a$ is equal to $a \to b$. It cannot contain $b$ as internal node because $b$ has supported value equal to $f$. ▲
The interesting part about these justifications is that they can be pasted together without losing any power with respect to any of their internal nodes as shown in the next lemma.

**Lemma 2.6.18.** Let $J$ and $K$ be two $\ell$-domain supporting justifications. The justification $J \uparrow K$ is also $\ell$-domain supporting.

**Proof.** Take a locally complete extension $M$ of $J \uparrow K$ and an internal node $y$ of $J \uparrow K$. We prove that $\text{val}_B(M, y, I) \geq_{\ell}$. If $y$ is an internal node of $J$, then $\text{val}_B(M, y, I) \geq_{\ell} \text{val}_B(J, y, I) \geq_{\ell}$ because $M$ is also a locally complete extension of $J$. So we can assume that $y$ is not an internal node of $J$; hence $y$ is an internal node of $K$. We prove for every $M$-branch $b$ starting with $y$ that $I(B(b)) \geq_{\ell}$. If $b$ is a $K$-branch, then $I(B(b)) \geq_{\ell} \text{val}_B(K, y, I) \geq_{\ell}$. So we can assume that $b$ is not a $K$-branch; hence there is a least $i$ such that $y_i$ is not an internal node of $K$.

Assume first that $y_i$ is an internal node of $J$. If $b$ is transitive at $i$, then $B(b) = B(y_i \rightarrow y_{i+1} \rightarrow \ldots)$. The latter branch is an $M$-branch starting with $y_i$, which is an internal node of $J$. Hence, by the result above we have that $I(B(b)) = I(B(y_i \rightarrow y_{i+1} \rightarrow \ldots)) \geq_{\ell} \text{val}_B(M, y_i, I) \geq_{\ell}$. Therefore, we can assume that $b$ is decided at $i$; hence the evaluation of $b$ depends on the evaluation of a $K$-path starting at $y$. This implies that $I(B(b)) \geq_{\ell} \text{val}_B(K, y, I) \geq_{\ell}$.

Finally, we can assume that $y_i$ is not an internal node of $J$. If for every $j$, $y_j$ is not an internal node of $J$, then $b$ is a $(K \uparrow M$)-branch. Since $K \uparrow M$ is an extension of $K$, we have that $I(B(b)) \geq_{\ell} \text{val}_B(K, y, I) \geq_{\ell}$. Therefore, we can assume there is a least $j$ such that $y_j$ is an internal node of $J$. If $b$ is transitive at $j$, then $I(B(b)) \geq_{\ell} \text{val}_B(M, y_j, I) \geq_{\ell} \text{val}_B(K, y, I) \geq_{\ell}$. This concludes that $\text{val}_B(M, y, I) \geq_{\ell}$. Since $M$ is taken arbitrary, this proves that $\text{val}_B(J \uparrow K, y, I) \geq_{\ell}$.\hfill $\Box$

Using the previous two lemmas, we can construct a justification $J$ that contains all elements with a given supported value as internal nodes. This justification can also contain elements with a higher supported value though. This construction is formalised in the next lemma.

**Lemma 2.6.19.** Let $I$ be an interpretation and $\ell \in \mathcal{L}$. There is a justification $J$ (not necessarily locally complete) such that

- $\text{SV}_B(x, I) \geq_{\ell}$ if and only if $x$ is an internal node of $J$;
- $\text{val}_B(J, x, I) \geq_{\ell}$ for all internal nodes $x$ of $J$.  

Proof. Let \( X = \{ x \in \mathcal{F}_d \mid SV_B(x, \mathcal{I}) \geq \ell \} \). If \( X = \emptyset \), take the empty justification. By Lemma 2.6.16, for all \( x \in X \), there is a justification \( J_x \) with \( x \) as internal node such that \( val_B(J_x, y, \mathcal{I}) \geq \ell \) for all internal nodes \( y \) of \( J_x \). By the well-ordering theorem\(^8\), fix a well-order on \( X = \{ x_i \mid i \leq \beta \} \). Define

1. \( K_0 = J_{x_0} \);
2. \( K_{i+1} = K_i \uparrow J_{x_{i+1}} \) for any ordinal \( i < \beta \);
3. \( K_\alpha = \bigcup_{i<\alpha} K_i \) for any limit ordinal \( \alpha \leq \beta \).

This is an increasing sequence of justifications. We prove for all \( i \leq \beta \) that \( val_B(K_i, y, \mathcal{I}) \geq \ell \) for all internal nodes \( y \) of \( K_i \). We do this by transfinite induction. The base case is trivial by Lemma 2.6.16. The successor case follows immediately from Lemma 2.6.18. Take a limit ordinal \( \alpha \leq \beta \), a locally complete extension \( M \) of \( K_\alpha \), and an internal node \( y \) of \( K_\alpha \). There is an \( i < \alpha \) so that \( y \) is an internal node of \( K_i \). Since \( val_B(K_i, y, \mathcal{I}) \geq \ell \) and \( M \) is also an extension of \( K_i \), we have that \( val_B(M, y, \mathcal{I}) \geq \ell \). Since \( M \) is taken arbitrary, we have that \( val_B(K_\alpha, y, \mathcal{I}) \geq \ell \).

By construction \( K_\beta \) contains exactly the elements in \( X \) as internal nodes, completing the proof, by setting \( J = K_\beta \).

These three justifications can also be pasted together to form one justification that explains everything. Since the internal nodes of these justifications is exactly \( \mathcal{F}_d \), the resulting justification is necessarily locally complete.

Theorem 2.6.20. If \( B \) is splittable, then for every interpretation \( \mathcal{I} \) there is a locally complete justification \( J \) such that \( val_B(J, x, \mathcal{I}) = SV_B(x, \mathcal{I}) \) for all \( x \in \mathcal{F}_d \).

Proof. By Lemma 2.6.19, there are justifications \( J_t, J_u, \) and \( J_\ell \) such that

- \( J_\ell \) is \( \ell \)-domain supporting
- \( SV_B(x, \mathcal{I}) \geq \ell \) if and only if \( y \) is an internal node of \( J_\ell \).

Define \( K \) to be equal to \( J_\ell \uparrow J_u \), which is an extension of \( J_\ell \). This means that for all \( x \in \mathcal{F}_d \) with \( SV_B(x, \mathcal{I}) = t \), we have that \( val_B(K, x, \mathcal{I}) \geq t \) \( val_B(J_\ell, x, \mathcal{I}) = t \). Hence, \( val_B(K, x, \mathcal{I}) = t = SV_B(x, \mathcal{I}) \). Take \( x \in \mathcal{F}_d \) with \( SV_B(x, \mathcal{I}) = u \). By Lemma 2.6.18, we have that \( val_B(K, x, \mathcal{I}) \geq u \) because \( J_\ell \) and \( J_u \) are

\(^8\) The well-ordering theorem is equivalent to the axiom of choice, which we assume in this thesis.
By the definition of supported value, we have that $\text{val}_{B}(K, x, \mathcal{I}) \leq_{t} \text{SV}_{B}(x, \mathcal{I}) = u$; hence $\text{val}_{B}(K, x, \mathcal{I}) = u = \text{SV}_{B}(x, \mathcal{I})$. Define $J$ to be equal to $J \uparrow_{f}$. Take $x \in \mathcal{F}_{d}$ such that $\text{SV}_{B}(x, \mathcal{I}) \in \{u, t\}$. Since $J$ is an extension of $K$, we have that $\text{val}_{B}(J, x, \mathcal{I}) \geq_{t} \text{val}_{B}(K, x, \mathcal{I}) = \text{SV}_{B}(x, \mathcal{I})$; hence $\text{val}_{B}(J, x, \mathcal{I}) = \text{SV}_{B}(x, \mathcal{I})$ by definition of supported value. Take $x \in \mathcal{F}_{d}$ with $\text{SV}_{B}(x, \mathcal{I}) = f$. Therefore $\text{val}_{B}(J, x, \mathcal{I}) = f = \text{SV}_{B}(x, \mathcal{I})$.

It is straightforward that $J$ is locally complete since it contains all $x \in \mathcal{F}_{d}$ as internal nodes.

Splittability is necessary as shown in the following example.

**Example 2.6.21.** Let $\mathcal{B}$ be the branch evaluation that maps $x_{0} \rightarrow x_{1} \rightarrow x_{2} \rightarrow \cdots$ to $x_{2}$ if it exists and to $\sim x_{1}$ otherwise. Let $\mathcal{F}_{d} = \{a, b, \sim a, \sim b\}$ and $\mathcal{F}_{o} = \mathcal{L} \cup \{c, d, \sim c, \sim d\}$. Let $R$ be the complementation of $\begin{cases} a \leftarrow b \\ b \leftarrow c \\ b \leftarrow d \end{cases}$. Define $\mathcal{J}_{S} = (\mathcal{F}, \mathcal{F}_{d}, R, \mathcal{B})$ and let $\mathcal{I}$ be the interpretation such that $\mathcal{I}(c) = t$ and $\mathcal{I}(d) = f$. The only connected justifications that contain $a$ and $b$ as internal nodes are

\[
\begin{array}{c}
a \\
\downarrow \\
b \\
\downarrow \\
c \\
\end{array}
\quad
\begin{array}{c}
a \\
\downarrow \\
b \\
\downarrow \\
d \\
\end{array}
\]

Let $\mathcal{I}$ be an interpretation such that $\mathcal{I}(c) = f$, and $\mathcal{I}(d) = t$. Then the left justification supports $b$, while the right justification supports $a$. But neither justification supports both $a$ and $b$. This is because these two justification cannot be put together without ruining the good values of $a$ and $b$. If $\mathcal{B}$ was splittable, this was possible. However, $\mathcal{B}$ is not splittable: every branch with more than two elements is neither decided or transitive at the second element.

### 2.7 Applications

#### 2.7.1 Logic Programming

Syntactically, logic programs are very similar to justification frames. There are a few important differences. Justification theory allows for parameters to exist,
while regular logic programming does not. The second distinction is that logic programs do not allow negation in the head and thus only rules for atoms are given. In this section, we only consider normal logic programs.

**Definition 2.7.1.** A (propositional) normal logic program $\Pi$ over a set of atoms $\Sigma$ is a set of rules having the form

$$a \leftarrow b_1, \ldots, b_m, \neg c_1, \ldots, \neg c_n$$

where $a$ and all $b_i$ and $c_j$ are in $\Sigma$. A logic program is called positive if no rule has a negative literal in its body.

An interpretation $I$ of the set of atoms $\Sigma$ is a subset of $\Sigma$. Intuitively, $a \in I$ means that $a$ is true in $I$ and $a \notin I$ means $a$ is false in $I$. Therefore, an interpretation is two-valued. For any literal $\ell$ over $\Sigma$, $\ell^I$ denotes the truth value of $\ell$ in $I$, that is, for an $a \in \Sigma$, $a^I = t$ if $a \in I$ and $a^I = f$ if $a \notin I$. This can extended to any set $B$ of literals over $\Sigma$: $B^I = t$ if for all $b \in B$, $b^I = t$; otherwise $B^I = f$.

With each logic program $\Pi$, we associate a (two-valued) immediate consequence operator (van Emden and Kowalski, 1976) $T_\Pi$ that maps a structure $I$ to

$$T_\Pi(I) = \{ a \in \Sigma \mid \exists r \in \Pi: \text{head}(r) = p \land \text{body}(r)^I = t \}.$$

This operator is used to define supported models.

**Definition 2.7.2.** The supported models of $\Pi$ are the fixpoints of $T_\Pi$.

**Example 2.7.3.** Take the logic program $\Pi$ over $\Sigma = \{p, q\}$

$$\left\{ \begin{array}{l} p \leftarrow p \\ q \leftarrow \neg p \end{array} \right\}.$$ 

The operator $T_\Pi$ does the following on the $\Sigma$-interpretations.

$$\{p\} \quad \{q\} \quad \{p, q\} \quad \emptyset$$

Therefore $\Pi$ has two supported models: $\{p\}$ and $\{q\}$. ▲

A three-valued (or partial) interpretation $I$ of a set of atoms $\Sigma$ is a function from $\Sigma$ to $\mathcal{L} = \{f, u, t\}$. Again, for any literal $\ell$ over $\Sigma$, $\ell^I$ denotes the truth value of
This can be extended to sets of literals over \( \Sigma \) by using Kleene’s strong three-valued logic (Kleene, 1952). The negation maps \( f \) to \( t \), \( t \) to \( f \), and \( u \) to \( u \). A conjunction is true if all conjuncts are true, it is false if some conjunct is false, and it is unknown otherwise. The disjunction is defined dually to the conjunction. The two-valued immediate consequence operator \( T_\Pi \) defined by van Emden and Kowalski (1976) can be extended to be three-valued as done by Fitting (2002).

**Definition 2.7.4.** The three-valued immediate consequence operator associated with normal logic program \( \Pi \) is the function \( \Phi_\Pi \) that maps a three-valued interpretation \( I \) to

\[
\Phi_\Pi(I)(a) = \max_{\{r \in \Pi \mid \text{head}(r) = a\}} \text{body}(r)^I,
\]

where \( \max \) is with respect to \( \leq_t \).

This operator is monotone with respect to \( \leq_p \) and thus by a generalisation of the Knaster-Tarski fixpoint theorem (Cousot and Cousot, 1979), it has a \( \leq_p \)-least fixpoint, which is called the Kripke-Kleene fixpoint of \( \Pi \) (Fitting, 1985, 1986, 1991).

**Definition 2.7.5.** The \( \leq_p \)-least fixpoint of \( \Phi_\Pi \) is the Kripke-Kleene fixpoint of \( \Pi \).

**Example 2.7.6.** Let \( \Pi \) be the logic program over \( \Sigma = \{p, q\} \)

\[
\left\{ \begin{array}{l}
p \leftarrow \neg q \\
q \leftarrow \neg p
\end{array} \right\}
\]

The \( \leq_p \)-least fixpoint of \( \Phi_\Pi \) is equal to \( \{p^u, q^u\} \).

**Definition 2.7.7.** A three-valued \( \Sigma \)-interpretation is a model of \( \Pi \) if for all \( x \leftarrow B \in \Pi \) we have that \( x^I \geq_t B^I \).

**Proposition 2.7.8** (Przymusinski, 1990, Theorem 3.1). Every positive logic program \( \Pi \) has a unique \( \leq_t \)-least three-valued model.

The Gelfond-Lifschitz transformation (Gelfond and Lifschitz, 1988) can be extended to three-valued interpretation to define three-valued stable models (sometime called stationary models), see the work by Przymusinski (1990).

**Definition 2.7.9.** Let \( \Pi \) be a normal logic program and \( I \) a three-valued \( \Sigma \)-interpretation. The program \( \Pi_I \) is the logic program obtained from \( \Pi \) where each negative literal \( \neg a \) in a body is replaced by \( \neg a^I \). The program \( \Pi_I \) is positive and thus has a unique \( \leq_t \)-least model, let \( \Gamma(I) \) be this model. A fixpoint of \( \Gamma \) is a three-valued stable model of \( \Pi \).
Usually, only two-valued stable models are considered, so when we say stable model we mean a two-valued stable model. For our purposes, well-founded semantics is defined using three-valued stable models.

**Definition 2.7.10.** The well-founded model of $\Pi$ is the $\leq_p$-least three-valued stable model of $\Pi$.

Now we come to the point that we construct a justification frame associated to a normal logic program. Negative literals do not appear in the head of a rule in a normal logic program. In Section 2.3.2, we have seen that by using complementation we get rules for negative literals. Another discrepancy between justification theory is that in normal logic programs every atom has a rule, either explicitly, or implicitly. If no rules are supplied for an atom $a$, then we assume an implicit rule $a \leftarrow f$. If the body of a rule for the head $a$ is empty, this corresponds to a rule $a \leftarrow t$. Taking this into account, we have enough to define a justification frame that represents the normal logic program at hand.

**Definition 2.7.11.** Let $\Pi$ be a propositional logic program over a set of atoms $\Sigma$. The fact space $\mathcal{F}_\Pi$ associated with $\Pi$ is the set of all literals over $\Sigma$ plus the set $\mathcal{L}$ with $\mathcal{F}_+ = \Sigma$ and the negation as usual. The justification frame $\mathcal{JF}_\Pi$ associated with $\Pi$ is equal to $\langle \mathcal{F}_\Pi, \mathcal{F}_\Pi \setminus \mathcal{L}, R \rangle$, where $R$ is the complementation of the rules in $\Pi$ after potentially adding rules of the form $x \leftarrow f$ when there are no rules with $x$ as the head and replacing rules for $x$ with empty body with the rule $x \leftarrow t$.

Similar things can be done for non-propositional logic programs by first grounding since justification theory can handle infinite fact spaces, infinitely many rules for a certain head, and infinite bodies.

Justification theory always works with three-valued interpretations. If $\mathcal{I}$ is a $\mathcal{F}_\Pi$-interpretation, then it corresponds to three-valued interpretation $I$ of $\Sigma$ by stating $I(a) = \mathcal{I}(a)$ for all $a \in \Sigma$. If $\mathcal{I}$ only maps $u$ to $u$, then $\mathcal{I}$ is essentially two-valued and corresponds to a two-valued $\Sigma$-interpretation as follows: $I = \{a \in \Sigma \mid \mathcal{I}(a) = t\}$. This correspondence is implicitly used in the following theorem that shows that the main logic programming semantics can be captured with justification theory.

**Theorem 2.7.12.** Let $\Pi$ be a propositional logic program, then we have the following correspondences.

- A two-valued interpretation $\mathcal{I}$ is a $\mathcal{B}_{sp}$-model of $\mathcal{JF}_\Pi$ if and only if $I$ is a supported model of $\Pi$.
- An interpretation $\mathcal{I}$ is the unique $\mathcal{B}_{KK}$-model of $\mathcal{JF}_\Pi$ if and only if $I$ is the Kripke-Kleene model of $\Pi$. 
• A two-valued interpretation \( I \) is a \( \mathcal{B}_{st} \)-model of \( \mathcal{J}\mathcal{F}_\Pi \) if and only if \( I \) is a stable model of \( \Pi \).

• An interpretation \( I \) is the unique \( \mathcal{B}_{wf} \)-model of \( \mathcal{J}\mathcal{F}_\Pi \) if and only if \( I \) is the well-founded model of \( \Pi \).

Proof. Follows from the correspondence from Chapter 5 and the characterisation of the various logic programming semantics with AFT as done for example by Denecker et al. (2012).

2.7.2 Differences between answer-set programming

In contrast to ASP, our framework does not allow disjunction in the head, but allows parameters. On top of that, the intuition behind the negation is different. In justification theory, negative literals are treated as completely symmetric to positive ones, so that double negation \( \sim\sim p \) is just equal to \( p \). This is because, \( \sim \) is classical three-valued logic. This is rooted in the idea that justifications capture construction processes (or at least generalisations thereof). But there are other logics such as Gödel’s G3 logic (Gödel, 1932), where this does not hold. In particular, G3 is equivalent to the intermediate logic of Here-and-There (Bochman, 2012; Cabalar and Ferraris, 2007; Lifschitz et al., 1999, 2001), used by a part of the ASP community both for foundations and as a reference for popular tools such as Clingo. In G3, double negation \( \sim\sim p \) has quite a different meaning than \( p \). There, the rule operator \( \leftarrow \) becomes regular implication in the logic of Here-and-There, while negation is classical. In justification theory, negation is classical and the rule operator \( \leftarrow \) is not classical implication but some logical connective intimately tied to the construction processes that justifications represent.

2.7.3 Abstract Argumentation

Argumentation Frameworks (AFs) (Dung, 1995) are a simple formalism for representing arguments and attacks between these arguments. In AFs, the contents of the arguments do not matter and are thus abstracted away. This section is inspired by the work of Strass (2013).

Definition 2.7.13. An argumentation framework \( \mathcal{A} \) is a pair \((A, X)\) where \( A \) is a set of atomic arguments and \( X \subseteq A \times A \) is a relation representing attacks on arguments, i.e. if \((a, b) \in X\), then the argument \( a \) attacks \( b \).
The goal of argumentation frameworks is to determine a set of arguments that are accepted to some standard (cf. a model in justification theory). This acceptance depends on which semantics are used. For example, if a set of arguments is consistent (no argument in the set attack each other) and if it can defend against any argument from outside, then we can consider it to be a good set of arguments. It is reasonable to assume that good sets have no internal conflicts.

**Definition 2.7.14.** A set $S \subseteq A$ is conflict-free in $A$ if there are no $a, b \in S$ with $(a, b) \in X$.

For the rest of the discussion it is useful to define the following two sets.

**Definition 2.7.15.** For $a \in A$, $\text{Attackers}_A(a)$ is the set $\{b \in A \mid (b, a) \in X\}$. We define $\text{Attacked}_A(S) = \{a \in A \mid \exists b \in S: (b, a) \in X\}$. A set $S$ defends $a$ in $A$ if $\text{Attackers}_A(a) \subseteq \text{Attacked}_A(S)$.

**Definition 2.7.16.** A set $S$ is a stable extension of $A$ if $S = A \setminus \text{Attacked}_A(S)$.

All semantics defined by Dung (1995) can be captured using two operators. The first one is the characteristic function $C_A$ for an argumentation framework $A = (A, X)$, which is the function:

$$2^A \to 2^A : S \mapsto \{a \in A \mid S \text{ defends } a \text{ in } A\}.$$

Fixpoints are of special interest.

**Definition 2.7.17.** A complete extension of $A$ is a conflict-free set $S$ such that $S = C_A(S)$. A preferred extension of $A$ is a $\subseteq$-maximal complete extension of $A$.

The characteristic function is monotone with respect to $\subseteq$; therefore by the Knaster-Tarski fixpoint theorem (Tarski, 1955), it has a $\subseteq$-least fixpoint.

**Definition 2.7.18.** The grounded extension of $A$ is the $\subseteq$-least fixpoint of $C_A$.

If $S \subseteq C_A(S)$, then every $a \in S$ is defended by $S$.

**Definition 2.7.19.** A conflict-free set $S$ is admissible if $S \subseteq C_A(S)$.

The second operator is the unattacked function $U_A$, which is the function

$$2^A \to 2^A : S \mapsto A \setminus \text{Attacked}_A(S).$$

Fixpoints of this function are exactly the stable extensions of $A$. Strass (2013) defined a single function that captures both the operator $C_A$ and $U_A$. 
Definition 2.7.20. Define $\mathcal{F}_A: 2^A \times 2^A \rightarrow 2^A \times 2^A: (S, T) \mapsto (U_A(T), U_A(S))$

Similar to $\leq_p$ on interpretations, we can define $\leq_p$ on $2^A \times 2^A$. We say that $(S_1, S_2) \leq_p (T_1, T_2)$ if $S_1 \subseteq T_1$ and $S_2 \supseteq T_2$. The operator $\mathcal{F}_A$ can be used to characterise every type of model we have seen so far (Strass, 2013).

Proposition 2.7.21. Let $A = (A, X)$, then $S \subseteq A$ is

- a stable extension of $A$ if and only if $(S, S)$ is a fixpoint of $\mathcal{F}_A$.
- a complete extension of $A$ if and only if there exists a $T \subseteq A$ so that $(S, T)$ is a fixpoint of $\mathcal{F}_A$.
- a grounded extension of $A$ if and only if there exists a $T \subseteq A$ so that $(S, T)$ is $\leq_p$-least fixpoint of $\mathcal{F}_A$.
- a preferred extension of $A$ if and only if there exists a $T \subseteq A$ so that $(S, T)$ is fixpoint of $\mathcal{F}_A$ where $S$ is $\subseteq$-maximal.
- admissible if and only if $(S, U_A(S)) \leq_p \mathcal{F}_A(S, U_A(S))$

Correspondence

Each argument $b$ that attacks $a$ is a reason why $a$ does not hold. Therefore, we could represent this by a rule $\sim a \leftarrow b$. This means that only negative elements occur in the head of rules. Taking the complement of these rules, we get rules of the form $a \leftarrow \sim$Attackers$_A(a)$. Intuitively, such rules state that $a$ holds if every argument $b$ attacking $a$ does not hold.

Definition 2.7.22. Let $A = (A, X)$ be an argumentation framework. The fact space $\mathcal{F}_A$ corresponding to $A$ is the set $A \cup \sim A \cup L$, with $(\mathcal{F}_A)_+ = A$. The justification frame $\mathcal{J}\mathcal{F}_A$ is the frame $\langle \mathcal{F}_A, \mathcal{F}_A \setminus L, R \rangle$ where $R$ is the complementation of the set

$$\{\sim a \leftarrow b \mid (b, a) \in X\} \cup \{\sim a \leftarrow f \mid \text{Attackers}_A(a) = \emptyset\}.$$ 

This justification frame has some extra properties. Positive facts have a single rule, where each body element is negative (or $t$) On the other hand, every rule for a negative element has a body with a single element that is positive (or $f$). This means that every branch of a justification alternates between positive and negative elements (possibly with $f$ or $t$ as its last element). Therefore, $\mathcal{B}_sp$

---

\footnote{This similar becomes apparent in Chapter 5, where we decompose interpretations as pairs of sets of positive facts.}
and $B_{st}$ are equal. Similarly, $B_{KK}$ and $B_{wf}$ are equal since they only differ on non-mixed loops and every infinite branch is mixed.

The correspondence between justification theory and $AF$ is similar to that of Proposition 2.7.21.

**Theorem 2.7.23.** Let $A = (A, X)$ be an argumentation framework. A subset $S$ of $A$ is

- a stable extension of $A$ if and only if there is a two-valued $B_{sp}$-model $I$ of $JF_{A}$ with $S = \{x \in F_+ | I(x) = t\}$;
- a complete extension of $A$ if and only if there is a $B_{sp}$-model $I$ of $JF_{A}$ with $S = \{x \in F_+ | I(x) = t\}$;
- the grounded extension of $A$ if and only if there exists $B_{KK}$-model $I$ of $JF_{A}$ with $S = \{x \in F_+ | I(x) = t\}$;
- a preferred extension of $A$ if and only if there exists a $\leq_p$-maximal $B_{sp}$-model $I$ of $JF_{A}$ with $S = \{x \in F_+ | I(x) = t\}$;
- admissible if and only if for the interpretation $I$ defined by $S = \{x \in F_+ | I(x) = t\}$ and $U_A(S) = \{x \in F_+ | I(x) \geq_t u\}$ it holds that $I \leq_p S^{B_{sp}}_{JF_{A}}(I)$.

**Proof.** We first prove that $F_{A}$ is equal to the approximator $A_{JF_{A}}$ associated to the justification $JF_{A}$ (see Chapter 5 for definitions). Take $a \in A$. Assume first that $\text{Attackers}_{A}(a) \neq \emptyset$. Then $a \in A_{JF_{A}}(I_1, I_2)_1$ iff for all $b \in \text{Attackers}_{A}(a)$ we have $I(b) = f$ iff $\text{Attackers}_{A}(a) \cap I_2 = \emptyset$ iff $a \in U_A(I_2)$ iff $a \in F_{A}(I_1, I_2)_1$. Similarly, $a \in A_{JF_{A}}(I_1, I_2)_2$ iff for all $b \in \text{Attackers}_{A}(a)$ we have $I(a) \leq_t u$ iff $\text{Attackers}_{A}(a) \cap I_1 = \emptyset$ iff $a \in U_A(I_1)$ iff $a \in F_{A}(I_1, I_2)$. If $\text{Attackers}_{A}(a) = \emptyset$, then $JF_{A}$ contains the rule $a \leftarrow t$. Then $a \in A_{JF_{A}}(I_1, I_2)_1$ and $a \in U_A(I_2)$, hence $a \in F_{A}(I_1, I_2)_1$. This proves that $F_{A} = A_{JF_{A}}$. The rest of the proof then follows from the correspondence in Chapter 5 and Proposition 2.7.21. □

### 2.8 Conclusion

In this chapter, we explained how justification semantics work and provided precise definitions to work with. Then we discussed consistency of justification systems by noting that not all justification semantics are sound. The consistency problem we posed in that section will be the driving force for the following chapters, especially Chapters 3 and 4. We examined how rules for a fact and its
negation are related and worked out some details surrounding complementarity. In the next section our second research question popped up: when are graph-like and tree-like justifications equivalent? We were able to reduce this back to the consistency problem. A few basic branch evaluation types are given as well, while we will encounter a few more in coming chapters. We took a brief look at dual branch evaluations and showed a few results for pasting justifications together. This chapter is closed off by giving two well-known formalisms expressed through justification theory.

In the following chapter, we will take a deeper look into the consistency problem for the main branch evaluations $B_{sp}$, $B_{KK}$, $B_{st}$, and $B_{wf}$. 
Chapter 3

Basic Properties of Justification Theory

3.1 Introduction

Most applications known so far of justification theory use the four main branch evaluations $B_{sp}$, $B_{KK}$, $B_{st}$, $B_{wf}$, and their duals. In this chapter, we start by proving the consistency of these branch evaluations. This consistency is then used to relate models of these evaluations with each other. When justification theory was first formalised for graph-like justification by Denecker et al. (2015), variants for $B_{sp}$ and $B_{st}$ were given instead. We prove that they give rise to the same models as our definitions. Since graph-like consistency implies tree-like consistency, it suffices to focus ourselves on graph-like consistency. Every justification in this chapter is a graph-like justification.

The text of this chapter is mainly from (Marynissen et al., 2018a,b) but updated to fit in the current formalisation. The section on relations between different models and branch evaluations is taken from (Marynissen et al., 2021).

3.2 Consistency Revisited

We have seen in the previous chapter that for one side of the consistency: $\SV(x, I) \leq \SV(\neg x, I)$, we need complementarity. Similarly, to prove the other direction we will demand complementarity as well. One special kind of
complementary justification frames are the ones closed under complementation. By Lemma 2.3.14, it suffices to consider justification frames that are closed under complementation. Let us first give a few stronger properties that do not always hold in every complementary justification frame. The following proposition is a stronger result than Lemma 2.3.15.

**Proposition 3.2.1.** If a justification frame $JF$ is fixed under complementation, then for every rule $x \leftarrow A$ and $y \in A$, there is a rule $\sim x \leftarrow B$ such that $\sim y \in B$.

**Proof.** Take a selection function $S$ of $x$ so that $S(A) = y$. Then $B := \sim \text{Im}(S)$ is an element in $JF(\sim x)$ so that $\sim y \in B$ since $JF$ is closed under complementation. □

This has as a consequence that if $x \rightarrow y$ is a path in some justification, that $\sim x \rightarrow \sim y$ is also path in some justification. Branch evaluations can also be applied to branches that cannot occur in a justification as they are independent of the given justification frame. This is why the following lemma does not have the fixed under complementation restriction.

**Lemma 3.2.2.** Let $B$ be a branch evaluation that respects negation and $JF$ a complementary justification frame. If a $JF$-path $p$ is decided, then $\sim p$ is decided as well. Moreover, $B(\sim p) = \sim B(p)$.

**Proof.** Take any $JF$-path $\sim p \rightarrow b$. Then $B(\sim p \rightarrow b) = \sim B(p \rightarrow \sim b) = \sim B(p)$ since $p$ is decided. This means that $\sim p$ is decided and $B(\sim p) = \sim B(p)$. □

The one direction for the consistency we have not yet proven is $SV(x, I) \geq_t \sim SV(\sim x, I)$. This is the same as $\sim SV(x, I) \leq_t SV(\sim x, I)$. If $SV(x, I) = f$, i.e. there is no good justification for $x$, then $SV(\sim x, I) = t$, i.e. there is a good justification for $\sim x$. There are similar consequences if $SV(x, I) \neq f$. However, the condition with $SV(x, I) = f$ is enough according the following proposition (which is the contraposition of that statement).

**Proposition 3.2.3.** Let $JF$ be a complementary justification frame. If for all $x \in F_d$ it holds that $SV(\sim x, I) \leq_t u$ implies that $SV(x, I) \geq_t u$, then we have graph-like consistency.

**Proof.** By Theorem 2.3.18, it suffices to prove for all $x \in F_d$ that $\sim SV(\sim x, I) \leq_t SV(x, I)$, or that $SV(\sim x, I) \geq_t \sim SV(x, I)$.

We make a case distinction on the value of $SV(\sim x, I)$. If $SV(\sim x, I) = t$, then we have a vacuous claim.
If $SV(\sim x, I) = u$, then we have on the one hand that $SV(\sim x, I) \leq_t u$; hence $SV(x, I) \geq_t u$. On the other hand, $u = \sim SV(\sim x, I) \geq_t SV(x, I)$ by Theorem 2.3.18. This proves that $SV(x, I) = u$.

If $SV(\sim x, I) = f$, then we have that $SV(x, I) \geq_t u$ since $SV(\sim x, I) \leq_t u$. If $SV(x, I) = u$, then $SV(\sim x, I) \geq_t u$, which is a contradiction. Therefore, $SV(x, I) = t$, completing the proof.

This characterisation shows us that we should find consequences of $SV(\sim x, I) \neq t$. The following result shows that there is a rule $x \leftarrow A$ with some properties. In the results after this, we will use this rule to construct a good justification for $x$.

**Lemma 3.2.4.** Let $B$ be a splittable branch evaluation that respects negation. Let $\mathcal{JF} = \langle \mathcal{F}, \mathcal{F}_d, R \rangle$ be a complementary justification frame. Take $x \in \mathcal{F}_d$. If $SV(\sim x, I) \neq t$, then there is an $A \in \mathcal{JF}(x)$ such that for all $y \in A$ at least one of the following holds:

1. the path $x \rightarrow y$ is decided and $I(B(x \rightarrow y)) \geq_t u$;
2. the path $x \rightarrow y$ is not decided, and $SV(y, I) \geq_t u$ or $SV(\sim y, I) \neq t$.

**Proof.** Define $m_I$ to be the subset of $\mathcal{F}_d$ such that $x \in m_I$ if and only if for all $A \in \mathcal{JF}(x)$, there is a $y \in A$ such that both the following holds:

- if the path $x \rightarrow y$ is decided, then $I(B(x \rightarrow y)) = f$;
- if the path $x \rightarrow y$ is not decided, then $SV(y, I) = f$ and $SV(\sim y, I) = t$.

The lemma states that if $SV(\sim x, I) \neq t$, then $x \notin m_I$. We prove the contraposition: if $x \in m_I$, then $SV(\sim x, I) = t$. Let $X = m_I \setminus \{x \mid SV(\sim x, I) = t\}$. Suppose by contradiction that $X \neq \emptyset$. For any $x \in m_I$, there is a selection function $T_x$ that maps $A \in \mathcal{JF}(x)$ to a $y \in A$ as provided in the definition of $m_I$.

Take a $t$-domain supporting justification $J^*$ with the internal nodes of $J^*$ exactly the elements $y$ with $SV(y, I) = t$. Take $J$ a locally complete extension of $J^*$ such that $J(\sim x) \subseteq \sim \text{Im}(T_x)$ for all $x \in X$. This is possible since $\mathcal{JF}$ is complementary and because no element of $X$ is an internal node of $J^*$. Take any $x_0 \in X$. Take a $J$-branch $b$: $\sim x_0 \rightarrow \sim x_1 \rightarrow \cdots$. We prove that $I(B(b)) = t$.

Assume that $b$ does not lie completely in $\sim X$. Let $\sim x_i$ be the first such that $x_i \notin X$. Note that $i > 0$. Suppose $b$ is first decided at $j \leq i$; hence by Corollary 2.6.12 the path $\sim x_{j-1} \rightarrow \sim x_j$ is decided. By Lemma 3.2.2, the path
$x_{j-1} \rightarrow x_j$ is also decided and $B(\sim x_{j-1} \rightarrow \sim x_j) = \sim B(x_{j-1} \rightarrow x_j)$. Since $x_{j-1} \in X$, it holds that $x_j \in \text{Im}(\mathcal{T}_{x_{j-1}})$. Therefore, by construction of $\mathcal{T}_{x_{j-1}}$ it holds that $I(B(x_{j-1} \rightarrow x_j)) = f$; hence $I(B(b)) = I(B(\sim x_{j-1} \rightarrow \sim x_j)) = t$. This means we can assume that $b$ is not decided at $j$ for $j \leq i$. Therefore, $\sim x_{i-1} \rightarrow \sim x_i$ is not decided by Lemma 2.6.13. Moreover, $x_{i-1} \rightarrow x_i$ is not decided by Lemma 3.2.2. Since $x_{i-1} \in m_I$, we get that $SV(x_i, I) = f$ and $SV(\sim x_i, I) = t$. By splittability, $b$ is transitive at $i$. Therefore, $I(B(b)) = I(B(\sim x_i \rightarrow \sim x_{i+1} \rightarrow \cdots)) = t$ since $SV(\sim x_i, I) = t$ and $val(J, \sim x_i, I) = val(J^*, \sim x_i, I) = t$.

Therefore, we can assume that $b$ lies completely in $\sim X$. If $b$ is first decided at some $k$, then the path $\sim x_{k-1} \rightarrow \sim x_k$ is decided as well. This means that $I(b(x_{k-1} \rightarrow x_k)) = f$ and that $I(B(b)) = t$. So we can assume that $b$ is nowhere decided. This means that the path $x_{k-1} \rightarrow x_k$ is not decided; hence $SV(x_k, I) = f$ and $SV(\sim x_k, I) = t$. This contradicts that $x_k \in X$.

This proves that $val(J, \sim x_0, I) = t$; hence $SV(\sim x_0, I) = t$. This is a contradiction; hence $X = \emptyset$. \hfill $\square$

If $B$ is graph-like consistent, then for each defined $x$ with $SV(x, I) = f$, we have that $SV(\sim x, I) = t$. A somewhat weird way to state this is the following:

$$\mathcal{F}_d = \{ x \in \mathcal{F}_d \mid SV(x, I) \geq t \} \cup \sim \{ x \in \mathcal{F}_d \mid SV(x, I) = t \}.$$  

The following lemma exploits this property by constructing a weird branch when this equality does not hold.

**Lemma 3.2.5.** Let $\mathcal{JS} = (\mathcal{F}, \mathcal{F}_d, R, B)$ be a justification system and $B$ splittable. Let $X = \mathcal{F}_d \setminus (\{ x \in \mathcal{F}_d \mid SV(x, I) \geq t \} \cup \sim \{ x \in \mathcal{F}_d \mid SV(x, I) = t \})$. If $X$ is non-empty, there is a locally complete justification $J$ such $val(J, x, I) \geq t$, $u$ for all $x$ with $SV(x, I) \geq t$, $u$ so that for any $x \in X$ and for any $J$-branch $b$ starting with $x$ such that $I(B(b)) = f$, it holds that $b$ is nowhere decided and all elements of $b$ are in $X$. Moreover, such a branch always exists for any such $x$ internal in $J$.

**Proof.** By Lemma 3.2.4, for every $x \in \mathcal{F}_d$ with $SV(\sim x, I) \neq t$ there is an $A \in \mathcal{JF}(x)$ such that for all $y \in A$, we have that either

- $x \rightarrow y$ is decided and $I(B(x \rightarrow y)) \geq_t u$ or
- $x \rightarrow y$ is not decided, and $SV(y, I) \geq_t u$ or $SV(\sim y, I) \neq t$.

We call $\mathcal{A}_x$ the set of these rule bodies.
Take an \( u \)-domain supporting justification \( J^* \) such that its internal nodes are exactly the elements \( y \) with \( SV(y, I) \geq u \). This is possibly due to Lemma 2.6.19. Take any locally complete extension \( J \) of \( J^* \) such that \( J(x) \in A_x \) for all \( x \in X \). Remark that \( \text{val}(J, y, I) = \text{val}(J^*, y, I) \) for internal nodes \( y \) of \( J^* \).

Take any \( x_0 \in X \). Since \( SV(x_0, I) = f \), there is a \( J \)-branch \( b: x_0 \to x_1 \to \cdots \) such that \( I(B(b)) = f \).

We first prove that \( SV(x_i, I) = f \) for all \( x_i \). Take by contradiction the lowest \( i \) such that \( SV(x_i, I) \geq u \). Remark that \( i > 0 \). If \( b \) is transitive at \( i \), then \( I(B(x_i \to x_{i+1} \to \cdots)) = B(b) = f \); contradicting that \( \text{val}(J, x_i, I) \geq u \) since \( x_i \) is an internal node of \( J^* \).

Therefore, by splittability, \( b \) is decided at \( i \). Let \( j \) be the lowest at which \( b \) is decided; hence \( b \) is transitive at \( j - 1 \). Remark that \( j > 0 \) since branches cannot be decided at 0. So \( B(b) = B(x_j \to x_j \to \cdots) \). By Corollary 2.6.12, the path \( x_{j-1} \to x_j \) is decided. Suppose \( SV(\sim x_{j-1}, I) \neq t \). Then \( x_j \in J(x_{j-1}) \in A_{x_{j-1}} \). Therefore, \( I(B(b)) = I(B(x_{j-1} \to x_j)) \geq u \), which contradicts that \( I(B(b)) = f \). Therefore, \( SV(\sim x_{j-1}, I) = t \). Take \( k \) to be the lowest such that \( SV(\sim x_k, I) = t \). Since \( k < j \), \( b \) is not decided at \( k \), so also \( x_{k-1} \to x_k \) is not decided by Lemma 2.6.13. Remark that \( k > 0 \) since \( SV(\sim x_0, I) \neq t \). Since \( SV(\sim x_{k-1}, I) \neq t \), it holds that \( x_k \in J(x_{k-1}) \in A_{x_{k-1}} \) and thus \( SV(x_k, I) \geq u \) or \( SV(\sim x_k, I) \neq t \). Since \( SV(\sim x_k, I) = t \), we get that \( SV(x_k, I) \geq u \), which contradicts the minimality of \( i \).

Secondly, we prove that \( SV(\sim x_i, I) \neq t \) for all \( i \). Take the lowest \( i \) such that \( SV(\sim x_i, I) = t \). Note that \( i > 0 \). If \( x_{i-1} \to x_i \) is not decided, then, since \( SV(\sim x_i, I) = t \) and \( x_i \in J(x_{i-1}) \in A_{x_i} \), it holds that \( SV(x_i, I) \geq u \), which is a contradiction. Therefore, \( x_{i-1} \to x_i \) is decided and thus \( I(B(x_{i-1} \to x_i)) \geq u \).

If \( b \) is first decided at \( j < i \), then \( x_{j-1} \to x_j \) is decided and thus \( I(B(b)) = \text{val}(B(x_j \to x_j)) \geq u \), which is a contradiction; hence \( b \) is transitive in \( i - 1 \). Therefore, \( I(B(b)) = I(B(x_{i-1} \to x_{i}) \to \cdots)) = I(B(x_{i-1} \to x_i)) \geq u \), which is a contradiction.

Thirdly, we prove that \( b \) is nowhere decided. Suppose \( b \) is first decided at \( i \). Note that \( i > 0 \). Then by Corollary 2.6.12, the path \( x_{i-1} \to x_i \) is decided and \( I(B(b)) = I(B(x_{i-1} \to x_i)) \geq u \) since \( SV(\sim x_{i-1}, I) \neq t \) and \( x_i \in J(x_{i-1}) \in A_{x_{i-1}} \). This is a contradiction, so \( b \) is nowhere decided. 

The existence of a false branch nowhere decided with all elements inside \( F_d \setminus \{(x \in F_d | SV(x, I) \geq u) \cup \{x \in F_d | SV(x, I) = t\}\} \)
is enough to get a contradiction for $B_{sp}$, $B_{KK}$, and $B_{st}$. Note that a branch that is nowhere decided is infinite since finite branches are decided at their last element.

**Theorem 3.2.6.** The evaluations $B_{sp}$, $B_{KK}$, and $B_{st}$ are graph-like consistent.

**Proof.** By the contraposition of Proposition 3.2.3, it suffices to prove that if $\text{SV}(x, I) = f$, then $\text{SV}(\sim x, I) = t$. Suppose by contradiction that $\text{SV}(\sim x, I) \neq t$. Then by Lemma 3.2.5, there is a $JF$-branch starting with $x$ such that $I(B(b)) = f$, nowhere decided and all elements of $b$ lie in $F_d \setminus \{ \{ x \in F_d \mid \text{SV}(x) \geq t \ u \} \cup \sim \{ x \in F_d \mid \text{SV}(x) = t \} \}$. If $B = B_{sp}$, this is a contradiction since every branch is decided at the first element. If $B = B_{KK}$, then $B(b) = u$ since $b$ is infinite, which is a contradiction. If $B = B_{st}$, then $b$ has everywhere the same sign, otherwise, it would have been decided somewhere; hence $b$ is everywhere positive because $B(b) = f$.

Take $y \in F_d \setminus \{ \{ x \mid \text{SV}(x, I) \geq t \ u \} \cup \sim \{ x \mid \text{SV}(x, I) = t \} \}$ and $A \in JF(y)$. If $A \in A_y$, then there is a branch as provided by Lemma 3.2.5. Define $z_A$ to be the second element of this branch. If $A \notin A_y$, then there is a $z_A \in A$ such that $y \rightarrow z_A$ satisfies the conditions for $m_T$. Define $\mathcal{T}_y : JF(y) \rightarrow F : A \mapsto z_A$. Take a $t$-domain supporting justification $K$ such that the internal nodes of $K$ are exactly the elements $y$ such that $\text{SV}(y, I) = t$. This is possible due to Lemma 2.6.19. Let $J$ be a locally complete extension of $K$ such that $J(\sim y) \subseteq \sim \text{Im}(\mathcal{T}_y)$ for all $y \in F_d \setminus \{ \{ x \mid \text{SV}(x) \geq t \ u \} \cup \sim \{ x \mid \text{SV}(x) = t \} \}$. This is possible because $\sim y$ is not internal in $K$ because $\text{SV}(\sim y, I) \neq t$.

Take a $J$-branch $b' : \sim x_0 \rightarrow \sim x_1 \rightarrow \cdots$ with $x_0 = x$. We prove that $I(B(b'))) = t$. Suppose first that all elements of $b'$ lie in

$$(F_d \setminus \{ \{ x \in F_d \mid \text{SV}(x, I) \geq t \ u \} \cup \sim \{ x \in F_d \mid \text{SV}(x, I) = t \} \}).$$

This means that $\sim x_{i+1} \in J(\sim x_i) \subseteq \sim \text{Im}(\mathcal{T}_x_i)$ for any $i \geq 0$. If $b'$ is first decided at $i > 0$, then by Corollary 2.6.12 and Lemma 3.2.2, the path $x_{i-1} \rightarrow x_i$ is decided. Thus, $I(B(b'))) = \sim I(B(x_{i-1} \rightarrow x_i)) = t$. So we can assume that $b'$ is nowhere decided and thus infinite. This means that $b'$ has everywhere the same sign and a different sign than $b$. Therefore $I(B(b'))) = \sim I(B(b)) = t$. This means that $\text{val}(J, \sim x_0, I) = t$, which is in contradiction with our assumption. 

$\square$
3.3 Consistency of Well-Founded Semantics

Transitive branch evaluations have the nice property that if a justification is good for \( x \), then it is also good for any \( y \) reachable from \( x \) in that justification. The following lemma is a continuation of this property.

**Lemma 3.3.1.** Let \( B \) be a transitive branch evaluation such that finite branches are mapped to their last element. Let \( JF \) be a complementary justification frame. Then for any \( \mathcal{F} \)-interpretation and \( x \in \mathcal{F}_d \):

- \( SV(x, I) = t \) if and only if there is an \( A \in JF(x) \) such that for all \( a \in A \)
  - \( SV(a, I) = t \) if \( a \) is defined and \( I(a) = t \) if \( a \) is open.
- \( SV(\sim x, I) \neq t \) if and only if there is an \( A \in JF(x) \) such that for all \( a \in A \)
  - \( SV(\sim a, I) \neq t \) if \( a \) is defined and \( I(a) \geq t \) if \( a \) is open.

**Proof.** If \( SV(x, I) = t \), then there is a locally complete justification \( J \) with \( val(J, x, I) = t \). Then by transitivity and the fact that finite branches are mapped to their last element we have the result.

Now, take such a case \( A \). Let \( J_{-1} \) be the justification consisting only of the rule \( x \leftarrow A \). Let \( Y \) be the set \( A \cap \mathcal{F}_d \). For all \( y \in Y \), we have \( SV(y, I) = t \); hence there is a locally complete justification \( J_y \) with \( val(J_y, y, I) = t \). Fix a well-order on \( Y = \{ y_i \mid i \leq \beta \} \). Define inductively justifications \( J_i \) for \( 0 \leq i \leq \beta \):

- \( J_{i+1} := J_i \uparrow J_{y_{i+1}} \) for any ordinal \( i < \beta \);
- \( J_\alpha := \cup_{i<\alpha} J_i \) for a limit ordinal \( \alpha \leq \beta \).

Any \( J_\beta \)-branch starting with \( x \) is either of the form \( x \to a \) with \( a \in A \cap \mathcal{F}_o \) or \( x \to b \) with \( b \) a \( J_y \)-branch for some \( y \in A \cap \mathcal{F}_d \). By our assumptions, both types are mapped to \( t \) by \( I \) under \( B \); hence \( SV(x, I) = t \), which shows that \( SV(\sim x, I) = t \).

If \( SV(\sim x, I) \neq t \), then by the above, for all \( B \in JF(\sim x) \) there is a defined \( z_B \in B \) such that \( SV(z_B, I) \neq t \) or an open \( z_B \in B \) such that \( I(z_B) \neq t \). Define \( T : JF(\sim x) \to \mathcal{F} : B \mapsto z_B \). Since \( JF \) is complementary, there exists an \( A \subseteq \sim \text{Im}(T) \). This means that for every defined \( a \in A \), \( SV(\sim a, I) \neq t \) and for every open \( a \in A \), \( I(\sim a) \neq t \), i.e. \( I(a) \geq t \).

Now assume that there is such an \( A \in JF(x) \) and suppose by contradiction that \( SV(\sim x, I) = t \). Then there is a \( B \in JF(\sim x) \) such that every defined fact in \( B \) has true supported value and every open in \( B \) is true under \( I \). Therefore, by Lemma 2.3.15, \( A \cap \sim B \neq \emptyset \), which is a contradiction.
This lemma motivates the following definition.

**Definition 3.3.2.** A subset $P$ of $F$ is *compositional* on $X \subseteq F_d$ if for all $x \in X$ it holds that $x \in P$ if and only if there is an $A \in \mathcal{J}F(x)$ such that $A \subseteq P$.

Intuitively, a property is compositional on $X$ if that property propagates to all the elements of the body of at least one rule and vice versa.

In compositional property terms, Lemma 3.3.1 becomes the following corollary.

**Corollary 3.3.3.** Let $B$ be a transitive branch evaluation mapping finite branches to their last element and $\mathcal{J}F$ a complementary justification frame. The following sets are compositional on any subset of $F_d$:

- $\{x \in F_d \mid SV(x, I) = t\} \cup \{x \in F_o \mid I(x) = t\}$,
- $\{x \in F_d \mid SV(\sim x, I) \neq t\} \cup \{x \in F_o \mid I(x) \geq t, u\}$.

In complementary justification frames, we can transform a compositional property on a set $X$ to a dual compositional property on the set $\sim X$.

**Lemma 3.3.4.** Let $\mathcal{J}F$ be a complementary justification frame. If $P$ is compositional on $X$, then $d(P) := F \setminus \sim P$ is compositional on $\sim X$.

**Proof.** Let $\sim x \in \sim X$. First, assume $\sim x \in d(P)$, that is, $x \notin P$; hence for every $A \in \mathcal{J}F(x)$, there is a $z_A \in A \setminus P$. Therefore, $\sim z_A \in d(P)$. Define the selection function $T$ of $x$ as $T : \mathcal{J}F(x) \rightarrow F : A \mapsto z_A$. Then by complementarity, there is a $B \in \mathcal{J}F(\sim x)$ such that $B \subseteq \sim \text{Im}(T) \subseteq d(P)$.

We prove the converse by contraposition, i.e. if $\sim x \notin d(P)$, then for all $B \in \mathcal{J}F(\sim x)$ it holds that $B \notin d(P)$. So assume that $\sim x \notin d(P)$, thus that $x \in P$; hence there exists an $A \in \mathcal{J}F(x)$ such that $A \subseteq P$. Take a $B \in \mathcal{J}F(\sim x)$. By Lemma 2.3.15, $\sim A \cap B \neq \emptyset$. If $B \subseteq d(P)$, then

$$\emptyset \neq \sim A \cap B \subseteq \sim P \cap d(P) = \emptyset,$$

which is a contradiction, concluding the proof.

Compositional properties are excellent tools to construct justifications with nice properties as shown by the following lemma.

**Lemma 3.3.5.** If $P$ is compositional on $X \subseteq F_d$, then for each $x \in P \cap X$, there is a justification $J$ with $x$ as internal node such that

- The internal nodes of $J$ are in $P \cap X$;
• The leaves of $J$ are in $\mathcal{P}$;
• The defined leaves of $J$ do not lie in $X$.

Proof. Start with the justification $J_0$ with a single rule $x \leftarrow A$ so that $A \subseteq \mathcal{P}$. We construct justifications $J_{i+1}$ by induction. For every defined leaf $y$ of $J_i$ that lies in $X$, there exists a rule $y \leftarrow A$ such that $A \subseteq \mathcal{P}$. Define $J_{i+1}$ as the extension of $J_i$ that adds these rules. Then $J = \bigcup_{i \geq 0} J_i$. \hfill $\square$

In the proof that $B_{\text{wf}}$ is consistent, we will paste together justifications that are formed as in the previous lemma. However, these justifications are not necessarily locally complete. Therefore, we need a result stating how the branches are formed, similar to Lemma 2.6.5.

Proposition 3.3.6. Let $K$ be any justification and $J$ a locally complete justification such that $J \uparrow K$ is locally complete. Then every $(J \uparrow K)$-branch either is a $K$-branch or has a tail that is a $J$-branch.

Proof. Take a $(J \uparrow K)$-branch $b : x_0 \rightarrow x_1 \rightarrow \cdots$ that is not a $K$-branch and not a $J$-branch. Then there is an $i$ such that $x_i$ is internal in $K$, but $x_{i+1} \notin K(x_i)$. This means that $x_i$ is internal in $J$. In general if $x_j$ is internal in $J$, then $x_{j+1} \in J(x_j) = (J \uparrow K)(x_j)$. So $x_{j+1}$ is either an open leaf of $J$ or $x_{j+1}$ is internal in $J$ since $J$ is locally complete. Then by induction $x_i \rightarrow x_{i+1} \rightarrow \cdots$ is a $J$-branch and a tail of $b$. \hfill $\square$

Extending a justification with no infinite branches with another justification with no infinite branches can create a justification with infinite branches. This can happen when both justifications are not locally complete. For example, extending the justification $x \rightarrow y$ with the justification $y \rightarrow x$ would create a justification with the branch $x \rightarrow y \rightarrow x \rightarrow y \rightarrow \cdots$. The following lemma states a sufficient condition for which this cannot happen.

Lemma 3.3.7. Let $J$ and $K$ be any two justifications without infinite branches such that there is an $X \subseteq \mathcal{F}_d$ so that the internal nodes of $J$ and $K$ are in $X$ and $J$ and $K$ have no defined leaves in $X$. Then $J \uparrow K$ has no infinite branches as well.

Proof. By contradiction, take an infinite $(J \uparrow K)$-branch $b : x_0 \rightarrow x_1 \rightarrow \cdots$. Every element in $b$ is defined and thus an internal node of $J$ or $K$; hence every element in $b$ lies in $X$. This means that $x_i$ is not a leaf of $J$ and $K$ since defined leaves lie outside $X$. Since $K$ has no infinite branches, we have that $b$ is not a $K$-branch. So take the least $i$ such that $x_{i+1} \notin K(x_i)$; hence $x_{i+1} \in J(x_i)$. \hfill $\square$
If \( x_{i+1} \) is not internal in \( J \), then we have that \( x_{i+1} \) is a leaf of \( J \), but this contradicts that \( x_{i+1} \in X \). Hence \( x_{i+2} \in J(x_{i+1}) \). By an induction argument, \( b \) has a tail that is a \( J \)-branch, contradicting that \( b \) is infinite.

The conditions on the justifications in this lemma are very similar to the properties that justifications constructed from Lemma 3.3.5 have. This will be a crucial point in proving that the following property is compositional.

**Lemma 3.3.8.** The set \( \mathcal{P} \) defined as

\[
\begin{align*}
\mathcal{P} \cap \mathcal{F}_o &= \{ x \in \mathcal{F}_o \mid I(x) \geq t, u \}; \\
\mathcal{P} \cap \mathcal{F}_- &= \{ x \in \mathcal{F}_- \mid SV(\sim x, I) \leq t, u \}; \\
\text{for } x \in \mathcal{F}_+, x \in \mathcal{P} \text{ if and only if there is a justification } J \text{ with } x \text{ as internal node such that} \\
&\quad - J \text{ does not have infinite branches;} \\
&\quad - \text{the internal nodes of } J \text{ are in } \mathcal{F}_+; \\
&\quad - \text{defined leaves of } J \text{ lie in } \mathcal{F}_-; \\
&\quad - \text{all leaves of } J \text{ lie in } \mathcal{P}.
\end{align*}
\]

We call such a justification a \( * \)-justification for \( x \).

is compositional on \( \mathcal{F}_+ \).

**Proof.** Take \( x \in \mathcal{F}_+ \). First, assume that \( x \in \mathcal{P} \). So there exists a \( * \)-justification \( J \) for \( x \). We show that any \( y \in J(x) \) lies in \( \mathcal{P} \). If \( y \) is a leaf of \( J \), then \( y \in \mathcal{P} \). If \( y \) is not a leaf, then \( y \in \mathcal{F}_+ \). In this case, \( J \) is also a \( * \)-justification for \( y \). So we can conclude that \( J(x) \subseteq \mathcal{P} \).

Conversely, assume there is an \( A \in \mathcal{JF}(x) \) such that \( A \subseteq \mathcal{P} \). Suppose first that \( A \cap \mathcal{F}_+ = \emptyset \). In that case, the justification \( J \) consisting of only the rule \( x \leftarrow A \) is a \( * \)-justification for \( x \). So we can assume that \( A \cap \mathcal{F}_+ \neq \emptyset \). For any \( y \in A \cap \mathcal{F}_+ \), there is a \( * \)-justification \( J_y \) for \( y \). Fix a well-order on \( A \cap \mathcal{F}_+ = \{ y_i \mid i \leq \beta \} \). Define \( J_0 \) to be the justification consisting only of the rule \( x \leftarrow A \). Inductively define

\[
\begin{align*}
J_{i+1} &= J_i \uparrow J_{y_i} \text{ for any ordinal } i < \beta; \\
J_\alpha &= \bigcup_{i<\alpha} J_i \text{ for any limit ordinal } \alpha \leq \beta.
\end{align*}
\]
We prove that $J_\beta$ is a $*$-justification for $x$.

We only prove that $J_\beta$ has no infinite branches. The other properties should be straightforward. By Lemma 3.3.7, it suffices to prove for any limit ordinal $\alpha \leq \beta$ that $J_\alpha$ has no infinite branches if $J_i$ has no infinite branches for all $i < \alpha$. Suppose that $J_\alpha$ contains an infinite branch $x_0 \rightarrow x_1 \rightarrow \cdots$. Then $x_j \in \mathcal{F}_+$ for all $j$ since $x_j$ is internal of $J_i$ for some $i < \alpha$. By construction, there is a $\gamma < \alpha$ such that $J_\alpha(x_0) = J_\gamma(x_0)$. Since $x_1 \in \mathcal{F}_+$, $x_1 \in \text{dom}(J_\gamma)$; otherwise $x_1$ is a leaf of $J_\gamma$ and thus $x_1 \in \mathcal{F}_-$. By induction all $x_i$'s lie in $\text{dom}(J_\gamma)$; which contradicts that $J_\gamma$ has no infinite branches.

We proved that $J_\beta$ is a $*$-justification for $x$. Therefore, $x \in \mathcal{P}$, which ends the proof that $\mathcal{P}$ is compositional on $\mathcal{F}_+$.

Now, we have accumulated the necessary results to prove that $B_{\text{wf}}$ is graph-like consistent.

**Theorem 3.3.9.** The branch evaluation $B_{\text{wf}}$ is graph-like consistent.

**Proof.** Because of Proposition 3.2.3, it suffices to prove that if $\text{SV}(\sim x, I) \leq_t u$, then $\text{SV}(x, I) \geq_t u$. We first show that there exists a justification $J_x$ with $x$ internal in $J_x$ such that

- all internal elements have the same sign as $x$;
- all open leaves $y$ have $I(y) \geq_t u$;
- all defined leaves $y$ have $\text{SV}(\sim y, I) \leq_t u$ and a different sign than $x$;
- all infinite branches have a negative tail.

We first prove it for $x \in \mathcal{F}_-$. By Corollary 3.3.3, the set

$$\{ y \in \mathcal{F}_d \mid \text{SV}(\sim y, I) \neq t \} \cup \{ y \in \mathcal{F}_o \mid I(y) \geq_t u \}$$

is compositional on $\mathcal{F}_-$. Then by Lemma 3.3.5 such a justification $J_x$ exists.

So assume $x \in \mathcal{F}_+$. It suffices to prove that there is a $*$-justification for $x$, i.e. $x \in \mathcal{P}$ with $\mathcal{P}$ the compositional set of Lemma 3.3.8. Assume by contradiction that $x \notin \mathcal{P}$, i.e. $\sim x \notin \text{d}(\mathcal{P})$. By Lemma 3.3.4, $\text{d}(\mathcal{P})$ is compositional on $\mathcal{F}_-$. Therefore, by Lemma 3.3.5, there is a justification $J$ with $\sim x$ internal in $J$ such that all internal nodes of $J$ are in $\mathcal{F}_-$, all defined leaves are positive, and all leaves lie in $\text{d}(\mathcal{P})$. This means that for all open leaves $y$, it holds that $I(y) = t$. For positive defined leaves $y$, we have that $\sim y \notin \mathcal{P}$, which means that $\text{SV}(y, I) = t$. Take a locally complete justification $J_y$ such that $\text{val}(J_y, y, I) = t$. 

Remark that we can take \( J_y \) so that every element in \( J_y \) is reachable from \( y \) by removing unreachable elements.

Define \( Q \) to be the set of positive defined leaves of \( J \). There is a locally complete justification \( J^* \) such that \( \text{val}(J^*, y, \mathcal{I}) = t \) for all \( y \in Q \) and the set of internal nodes of \( J^* \) is exactly the union of the internal nodes of \( J_y \) for \( y \in Q \). Such a justification can be constructed by pasting together \( J_y \) for \( y \in Q \). Define \( K = J^* \uparrow J \). Suppose \( K \) is not locally complete: it has a defined leaf \( z \). Since \( J^* \) is locally complete, \( z \) is a leaf of \( J \). Therefore, \( z \in Q \), which contradicts the construction of \( K \); hence \( K \) is locally complete.

Then by Proposition 3.3.6, every \( K \)-branch is either a \( J \)-branch or has a tail that is a \( J^* \)-branch. In the first case, every infinite branch consists solely out of negative defined facts, hence is evaluated to \( t \) by \( \mathcal{I} \) under \( B \). Every finite branch is mapped to an open element \( y \) in \( d(P) \), i.e. \( \mathcal{I}(y) = t \). In the second case, for every such branch \( b \), \( \mathcal{I}(B(b)) = \mathcal{I}(B(b')) \) for a \( J^* \)-branch \( b' \) by transitivity of \( B_{\text{wf}} \). Since \( \text{val}(J^*, y, \mathcal{I}) = t \) for any internal node \( y \) of \( J^* \), we have that \( \mathcal{I}(B(b)) = \mathcal{I}(b) \). Therefore, we proved that \( \text{val}(K, \sim x, \mathcal{I}) = t \); hence \( \text{SV}(\sim x, \mathcal{I}) = t \). This is a contradiction, hence there is a justification \( J_x \) for \( x \in F_+ \).

By pasting the justifications \( J_x \) together for all \( x \in F_d \) with \( \text{SV}(\sim x, \mathcal{I}) \neq t \), we get a locally complete justification \( K^* \) such that any internal nodes \( y \) in \( K \), we have that \( K^*(y) = J_x(y) \) for some defined \( x \) with \( \text{SV}(\sim x, \mathcal{I}) \neq t \). Take a finite \( K^* \)-branch \( x_0 \rightarrow \cdots \rightarrow x_n \). Since \( x_n \) is an open leaf of \( K^* \), \( x_n \) is an open leaf of some \( J_x \), i.e. \( \mathcal{I}(x_n) \geq t u \). Therefore, \( \mathcal{I}(B(x_0 \rightarrow \cdots \rightarrow x_n)) \geq t u \). Suppose there is an infinite \( K^* \)-branch \( x_0 \rightarrow x_1 \rightarrow \cdots \) with a positive tail. Without loss of generality, we can take all the \( x_i \)'s to be positive. There is a defined \( z \) such that \( K^*(x_0) = J_z(x_0) \). Now, let \( j \) be the smallest index such that \( K^*(x_j) \neq J_z(x_j) \). Such an index exists since \( J_z \) has no infinite branches with a positive tail. This means that \( x_j \) is a defined leaf of \( J_z \). Therefore, it has a different sign than \( x_0 \), which is negative. This is a contradiction, so we can conclude that \( K^* \) has no infinite branches with a positive tail. Therefore, we have for an infinite \( K^* \)-branch \( b \) that \( \mathcal{I}(B(b)) \geq t u \). This proves that \( \text{val}(K^*, x, \mathcal{I}) \geq t u \) for all \( x \) with \( \text{SV}(\sim x, \mathcal{I}) \leq t u \). This concludes the proof that \( \text{SV}(x, \mathcal{I}) \geq t u \).

The proof for \( B_{\text{wf}} \) is a lot more complex than for the other branch evaluations. This is because we construct a justification \( J \) with \( \text{val}(J, x, \mathcal{I}) \geq t u \), while for the other branch evaluations, it was sufficient to get a contradiction when such a justification does not exist. We must note, however, that the construction is not exactly deterministic; both in the choice of some justifications as well as the order in which justifications are pasted together. The latter is not really a problem since any total order would suffice. The former, however, is more
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troublesome as one would need to find small good justifications for a bunch of elements. Searching for such justifications will certainly take more time than directly searching for a justification for $\sim x$. Now that we proved that $B_{sp}$, $B_{KK}$, $B_{st}$, and $B_{wf}$ are graph-like consistent, we get the following consequence.

**Corollary 3.3.10.** Any evaluation in $\{B_{sp}, B_{KK}, B_{st}, B_{wf}, B_{cst}, B_{cwf}\}$ is graph-like consistent, tree-like consistent, and graph-reducible.

*Proof.* This is a combination of Theorems 3.2.6 and 3.3.9 and Corollaries 2.4.7 and 2.5.13.

In the next section, we will use the consistency to show relations between the various models.

### 3.4 Alternative Branch Evaluations

In 2015, Denecker et al. (2015) gave an alternative definition for $B_{st}$. In a similar manner, $B_{sp}$ can have an alternative as well.

**Definition 3.4.1.** The branch evaluation $B'_{sp}$ is equal to $B_{sp}$ on infinite branches and maps finite branches to their last element. The branch evaluation $B'_{st}$ is equal to $B_{st}$ on infinite branches and maps finite branches to their last element.

In this section, we prove that $B_{sp}$ and $B'_{sp}$ are equivalent and that $B_{st}$ and $B'_{st}$ are equivalent. Recall that equivalent means they have the same models in each justification frame.

The reason why we prefer $B_{sp}$ and $B_{st}$ is that they have better qualities, such as splittability. The branch evaluation $B'_{sp}$ is not splittable because an infinite branch is neither decided nor transitive at the second element. Similarly, $B'_{st}$ is not splittable because an infinite branch is neither decided nor transitive at its first sign.

The following lemma provides a simpler way to determine if an interpretation is a model.

**Lemma 3.4.2.** Let $\mathcal{JF}$ be any justification frame and $B$ a branch evaluation that respects negation. An $\mathcal{F}$-interpretation $\mathcal{I}$ such that $SV_B(x, \mathcal{I}) \geq t I(x)$ for all $x \in \mathcal{F}_d$, is a $B$-model of $\mathcal{JF}$.

*Proof.* For all $x \in \mathcal{F}_d$ we have that $SV_B(\sim x, \mathcal{I}) \geq t I(\sim x)$. By Theorem 2.3.18, we have $SV_B(\sim x, \mathcal{I}) \leq t \sim SV_B(x, \mathcal{I})$. Therefore, $I(\sim x) \leq t \sim SV_B(x, \mathcal{I})$, or that
\( \text{SV}_B(x, I) \leq_t \sim I(\sim x) = I(x) \). This completes the proof that \( \text{SV}_B(x, I) = I(x) \), i.e., \( I \) is a \( B \)-model of \( \mathcal{J} \mathcal{F} \).

To prove that the alternative branch evaluations for \( B_{sp} \) and \( B_{st} \) are equivalent, we need a result similar to Theorem 2.6.20. But before we do that, we provide a different characterisation of true facts in \( B'_{sp} \)-models.

**Proposition 3.4.3.** Let \( I \) be a \( B'_{sp} \)-model. For \( x \in \mathcal{F}_d \), \( I(x) = t \) if and only if there exists a rule \( x \leftarrow A \) such that for all \( a \in A \), \( I(a) = t \).

**Proof.** If \( I(x) = t \), we have that \( \text{SV}_{B'_{sp}}(x, I) = t \); hence there is a justification \( J \) such that \( \text{val}_{B'_{sp}}(J, x, I) = t \). Let \( A \) be the case \( J(x) \). Take \( y \in A \). If \( x \rightarrow y \) is part of an infinite branch in \( B_J(x) \), then it is obvious that \( I(y) = t \). So assume this is not the case, then we have that \( \text{val}_{B'_{sp}}(J, y, I) = t \) since every branch in \( B_J(y) \) is part of a finite branch in \( B_J(x) \) that maps to \( t \) under \( I \). Therefore, \( \text{SV}_{B'_{sp}}(y, I) = t \). Since \( I \) is a \( B'_{sp} \)-model, we get that \( I(y) = t \).

Assume now that there exists such a rule \( x \leftarrow A \). Since \( I(y) = t \) for all \( y \in A \). We have by the above proof that we have a true rule for \( y \). By iteratively adding these rules we get a locally complete justification \( J \). We prove that \( \text{val}_{B'_{sp}}(J, x, I) = t \). Since every element of this justification is mapped to \( t \) under \( I \), this is straightforward. Now since \( I \) is a \( B'_{sp} \)-model, we get that \( I(x) = t \). □

The right hand condition is exactly the same as \( \text{SV}_{B_{sp}}(x, I) = t \). A similar thing can be proven for false facts in \( B'_{sp} \)-models.

**Proposition 3.4.4.** Let \( I \) be a \( B'_{sp} \)-model. For \( x \in \mathcal{F}_d \), \( I(x) = f \) if and only if for every rule \( x \leftarrow A \) there is an \( a \in A \) such that \( I(a) = f \).

**Proof.** The right-hand side is equivalent to \( \text{SV}_{B_{sp}}(x, I) = f \). By consistency of \( B_{sp} \), this is equivalent to \( \text{SV}_{B_{sp}}(\sim x, I) = t \). By Proposition 3.4.3, this is equivalent to \( I(\sim x) = t \); hence \( I(x) = f \), which completes the proof. □

These two propositions actually imply that every \( B'_{sp} \)-model is a \( B_{sp} \)-model, which is one direction of the equivalence.

**Corollary 3.4.5.** Every \( B'_{sp} \)-model is a \( B_{sp} \)-model.

**Proof.** Take a \( B'_{sp} \)-model \( I \). Take any \( x \in \mathcal{F}_d \). We prove that \( \text{SV}_{B_{sp}}(x, I) = I(x) \). If \( I(x) = t \) or \( I(x) = f \), this follows from Propositions 3.4.3 and 3.4.4. So assume \( I(x) = u \). If \( \text{SV}_{B_{sp}}(x, I) = f \), then by Proposition 3.4.4, we have that \( I(x) = f \). If \( \text{SV}_{B_{sp}}(x, I) = t \), then by Proposition 3.4.3, we have that \( I(x) = t \). Both are not possible, hence \( \text{SV}_{B_{sp}}(x, I) = u \). □
We can now prove a similar result to Theorem 2.6.20 for $B'_{sp}$, but only in $B'_{sp}$-models.

**Theorem 3.4.6.** For every $B'_{sp}$-model $I$, there is a locally complete justification $J$ such that $\text{val}_{B'_{sp}}(J, x, I) = \text{SV}_{B'_{sp}}(x, I)$ for all $x \in F_d$.

*Proof.* Every $x$ with $\text{SV}_{B'_{sp}}(x, I) = t$ has a true rule $x \leftarrow A$. By combining all these rules, we get a locally complete justification $J_t$ such that for every internal node $y$ of $J_t$ we get that $\text{val}_{B'_{sp}}(J_t, y, I) = t$. By a similar construction we get a justification $J_u$. This is not a locally complete justification. However, the justification $J_t \uparrow J_u$ is locally complete. For every internal node $y$ of $J_t$ we have that $\text{val}_{B'_{sp}}(J_t \uparrow J_u, y, I) = \text{val}_{B'_{sp}}(J_t, y, I) = t$. For every internal node $y$ of $J_u$ we have that $\text{val}_{B'_{sp}}(J_t \uparrow J_u, y, I) = u$. By extending the justification $J_t \uparrow J_u$ to a complete justification, we do not change the value of the internal nodes of $J_t \uparrow J_u$; hence this provides a justification $J$ such that $\text{val}_{B'_{sp}}(J, y, I) = \text{SV}_{B'_{sp}}(y, I)$ for all $y \in F_d$. \hfill $\blacksquare$

The existence of such a justification will not be used to prove the equivalence, but for some later results. We can, however, prove the equivalence at this point.

**Proposition 3.4.7.** The two supported branch evaluations $B_{sp}$ and $B'_{sp}$ are equivalent.

*Proof.* By Corollary 3.4.5, it suffices to prove that any $B_{sp}$-model is a $B'_{sp}$-model. Take a $B_{sp}$-model $I$. By Theorem 2.6.20 and splittability of $B_{sp}$, there is a justification $J$ such that $\text{val}_{B_{sp}}(J, x, I) = \text{SV}_{B_{sp}}(x, I) = I(x)$ for all $x \in F_d$. For any rule $x \leftarrow D$ in $J$, we have that $I(x) \leq_t I(z)$ for all $z \in D$. Therefore, by iteratively applying this result, it holds that for all leaves $z$ in $J$ reachable from $x$, we have that $I(x) \leq_t I(z)$. This means that $\text{val}_{B_{sp}}(J, x, I) \geq_t \text{val}_{B_{sp}}(J, x, I) = I(x)$, which implies that $\text{SV}_{B_{sp}}(x, I) \geq_t I(x)$. This holds for all $x \in F_d$; hence by Lemma 3.4.2 we have that $I$ is a $B_{sp}$-model. \hfill $\blacksquare$

Also for $B'_{st}$, a result similar to Theorem 2.6.20 holds, except only in $B'_{st}$-models.

**Theorem 3.4.8.** For every $B'_{st}$-model $I$, there is a locally complete justification $J$ such that $\text{val}_{B'_{st}}(J, x, I) = \text{SV}_{B'_{st}}(x, I)$ for all $x \in F_d$.

*Proof.* Take $\ell \in L$. Take $x \in F_d$ such that $\text{SV}_{B'_{st}}(x, I) = \ell$; hence there is a locally complete justification $J_x$ such that $\text{val}_{B'_{st}}(J_x, x, I) = \ell$. Let $J_x^*$ be the justification $J$ restricted to the domain of elements $y$ reachable from $x$ through a $J_x$-path of the same sign (this also means that $x$ and $y$ have the same sign).
Note that leaves can have different signs. Every internal node $y$ of $J^*_x$ has $\text{val}_{B^*_\text{st}}(J^*_x, y, I) \geq \ell$. Indeed, the evaluation of every branch in $B_{J_x}(y)$ is equal to the evaluation of a path from $x$ to $y$ with the same sign concatenated with this branch; hence this branch is evaluated to $\geq \ell$ $\text{val}_{B^*_\text{st}}(J^*_x, x, I) \geq \ell$; hence $\text{val}_{B^*_\text{st}}(J^*_x, y, I) \geq \ell$. Therefore, $I(y) \geq \ell$ because $I$ is a $B'_\text{st}$-model. For every leaf $y$ of $J^*_x$, we have $I(y) \geq \ell$ as well. Indeed, if $y$ is part of an infinite $J_x$-path starting with $x$, then this is obvious. If $y$ is not, then $B_{J_x}(y)$ only contains finite branches, and the result follows.

If we paste together all these $J^*_x$ for all $x \in F_d$ such that $SV_{B^*_\text{st}}(x, I) = \ell$, we get a not necessarily locally complete justification $J_\ell$ such that every node $y$ in $J_\ell$ has $I(y) \geq \ell$.

Moreover, $J_\ell$ is locally complete. Our final justification is then $J_\ell \uparrow J_u \uparrow J_f$. By construction everything works out.

In contrast with the completion equivalence, the proof of the stable equivalence makes use of such a justification.

**Proposition 3.4.9.** The two stable branch evaluations $B_{\text{st}}$ and $B'_{\text{st}}$ are equivalent.

**Proof.** Take a $B_{\text{st}}$-model $I$. By Theorem 2.6.20 and splittability of $B_{\text{st}}$, there is a justification $J$ such that $\text{val}_{B_{\text{st}}}(J, x, I) = \text{SV}_{B_{\text{st}}}(x, I) = I(x)$ for all $x \in F_d$. For any finite branch $b$ in $J$ starting with $x$, we have for the first sign switch $y$, that $I(x) \leq I(y)$ since $\text{val}_{B_{\text{st}}}(J, x, I) = I(x)$. Therefore, by applying induction, we have that $I(x) \leq I(\text{last element of } b)$. This means that $J$ is a justification for $x$ with $\text{val}_{B'_{\text{st}}}(J, x, I) \geq I(x)$; hence $SV_{B'_{\text{st}}}(x, I) \geq I(x)$. Then $I$ is a $B'_{\text{st}}$-model by Lemma 3.4.2.

Take a $B'_{\text{st}}$-model $I$. By Theorem 3.4.8, there is a justification $J$ such that $\text{val}_{B'_{\text{st}}}(J, x, I) = \text{SV}_{B'_{\text{st}}}(x, I) = I(x)$ for all $x \in F_d$. Take a finite branch $b$ with a first sign switch $y$. We prove that $I(y) \geq I(x)$ since that would prove that $\text{val}_{B_{\text{st}}}(J, x, I) \geq I(x)$, and by Lemma 3.4.2 this proves that $I$ is $B_{\text{st}}$-model. If $y$ is the first sign switch of an infinite branch $b^*$ starting with $x$, then $I(x) = \text{val}_{B'_{\text{st}}}(J, x, I) \leq I(\text{val}_{B'_{\text{st}}}(b^*)) = I(y)$. So we can assume that this is not the case. It suffices to prove that $I(\text{val}_{B'_{\text{st}}}(b^*)) \geq I(x)$ for every $b^*$ in $B_{J}(y)$ since it implies that $I(y) = \text{val}_{B'_{\text{st}}}(J, y, I) \geq I(x)$. The branch $b^*$ cannot be infinite since then the infinite $J$-branch $x \rightarrow \cdots \rightarrow b^*$ has $y$ as first sign switch. If $b^*$ is finite, then there is a finite branch $b'$ in $B_{J}(x)$ so that $B'_{\text{st}}(b^*) = B'_{\text{st}}(b')$ and thus $I(\text{val}_{B'_{\text{st}}}(b^*)) \geq I(\text{val}_{B'_{\text{st}}}(b')) = I(x)$. □

Both of these equivalences show that we can choose which branch evaluation to use to find models.
3.5 Links between Different Justification Models

In the previous chapter, we have already proved that $B_{KK}$ and $B_{wf}$ have a single model if the interpretation of the opens is fixed. In this section, we show the relation between the models of the main justification semantics. Many results in this section rely on Theorem 2.6.20. To get started, we have that every $B_{KK}$-model is a $B_{sp}$-model.

**Proposition 3.5.1.** A $B_{KK}$-model is a $B_{sp}$-model.

**Proof.** Let $I$ be a $B_{KK}$-model of $JF$. By Theorem 2.6.20 and splittability of $B_{KK}$, there is a justification $J$ such that $\text{val}_{B_{KK}}(J, x, I) = \text{SV}_{B_{KK}}(x, I) = I(x)$. By Lemma 3.4.2, it suffices to prove that $\text{val}_{B_{sp}}(J, x, I) \geq t$ for all $x \in F_d$.

Since $B_{KK}$ is transitive, we have for every node $y$ reachable from $x$ in $J$ that $I(x) = \text{val}_{B_{KK}}(J, x, I) \leq t \text{val}_{B_{KK}}(J, y, I) = I(y)$. The branch evaluation $B_{sp}$ always maps to a node reachable from the start node. Therefore, $\text{val}_{B_{sp}}(J, x, I) \geq t I(x)$, which concludes the proof.

If the interpretation of the opens is fixed, the unique $B_{KK}$-model is the least precise $B_{sp}$-model.

**Proposition 3.5.2.** If the interpretations of the opens is fixed, the unique $B_{KK}$-model is the $\leq_p$-least $B_{sp}$-model.

**Proof.** Let $I_{B_{KK}}$ be the unique $B_{KK}$-model. Take a $B_{sp}$-model $I$ and assume by contradiction that $I_{B_{KK}} \not\leq_p I$. This means there is an $x \in F_d$ such that $I_{B_{KK}}(x) \neq u$ and $I_{B_{KK}}(x) \neq I(x)$. Because the supported value under $B_{KK}$ only depends on the interpretation of the opens, we have that $u \neq I_{B_{KK}}(x) = \text{SV}_{B_{KK}}(x, I_{B_{KK}}) = \text{SV}_{B_{KK}}(x, I)$. If $\text{SV}_{B_{KK}}(x, I) = t$, then there is a justification $J$ with $x$ as internal node without infinite branches. This means that $\text{SV}_{B_{sp}}(x, I) = t$. Then by Proposition 5.3.5, $I(x) = \text{SV}_{B_{sp}}(x, I) = t$, which is a contradiction. So we can assume that $\text{SV}_{B_{KK}}(x, I) = f$. In that case, any justification has a false branch, which under $B_{KK}$ means a finite branch ending in a false branch. Again, this proves that $\text{SV}_{B_{sp}}(x, I) = f$. Then by Proposition 5.3.5, $I(x) = \text{SV}_{B_{sp}}(x, I) = f$, which is a contradiction. This proves that $I_{B_{KK}} \leq_p I$. 

All $B_{st}$-models are $B_{sp}$-models.

**Proposition 3.5.3.** Every $B_{st}$-model is a $B_{sp}$-model.
Proof. Take a \( \mathcal{B}_{st} \)-model \( \mathcal{I} \). By Theorem 2.6.20 and splittability of \( \mathcal{B}_{st} \), there is a justification \( J \) such that \( \text{val}_{\mathcal{B}_{st}}(J, x, \mathcal{I}) = \text{SV}_{\mathcal{B}_{st}}(x, \mathcal{I}) = \mathcal{I}(x) \). Let \( y \) be a child of \( x \) in \( J \). We prove that \( \mathcal{I}(x) \leq t \mathcal{I}(y) \). If \( y \in \mathcal{F}_o \), then by definition of \( J \), we have that \( \mathcal{I}(x) \leq t \mathcal{I}(y) \). If \( y \notin \mathcal{F}_d \), there are two possibilities: If \( y \) has a different sign than \( x \), then by definition of \( J \), we have \( \mathcal{I}(x) \leq t \mathcal{I}(y) \). If \( y \) has the same sign as \( x \), then for every \( b \in B_J(y) \) we have that \( x \rightarrow b \) is in \( B_J(x) \) with \( B(b) = B(x \rightarrow b) \). Therefore, \( \mathcal{I}(y) = \text{val}_{\mathcal{B}_{st}}(J, y, \mathcal{I}) \geq t \text{val}_{\mathcal{B}_{st}}(J, x, \mathcal{I}) = \mathcal{I}(x) \). Therefore, we have proved that \( \text{val}_{\mathcal{B}_{sp}}(J, x, \mathcal{I}) \geq t \mathcal{I}(x) \); hence \( \text{SV}_{\mathcal{B}_{sp}}(x, \mathcal{I}) \geq t \mathcal{I}(x) \). Then, by Lemma 3.4.2, \( \mathcal{I} \) is a \( \mathcal{B}_{sp} \)-model. \( \square \)

Well-founded models are also stable models as shown by the following proposition.

**Proposition 3.5.4.** Any \( \mathcal{B}_{wf} \)-model of \( \mathcal{J} \mathcal{F} \) is a \( \mathcal{B}_{st} \)-model of \( \mathcal{J} \mathcal{F} \).

*Proof.* Let \( \mathcal{I} \) be a \( \mathcal{B}_{wf} \)-model of \( \mathcal{J} \mathcal{F} \). By Theorem 2.6.20 and splittability of \( \mathcal{B}_{wf} \), there is a justification \( J \) such that \( \text{val}_{\mathcal{B}_{wf}}(J, x, \mathcal{I}) = \text{SV}_{\mathcal{B}_{wf}}(x, \mathcal{I}) = \mathcal{I}(x) \). By Lemma 3.4.2, it suffices to prove that \( \text{SV}_{\mathcal{B}_{st}}(x, J, \mathcal{I}) \geq t \mathcal{I}(x) \) for all \( x \in \mathcal{F}_d \).

For any internal node \( y \) reachable from \( x \) in \( J \) we have that \( \mathcal{I}(x) \leq t \mathcal{I}(y) \). Indeed, since \( \mathcal{B}_{wf} \) is transitive, we have that for every \( b \in B_J(y) \) there is a branch \( b' \) in \( B_J(x) \) so that \( B(b) = B(b') \). This means that \( \mathcal{I}(y) = \text{val}_{\mathcal{B}_{wf}}(J, y, \mathcal{I}) \geq t \text{val}_{\mathcal{B}_{wf}}(J, x, \mathcal{I}) = \mathcal{I}(x) \).

For every \( b \) in \( B_J(x) \) we have that \( \mathcal{B}_{st}(b) \) is mapped to an element in \( b \) or that \( \mathcal{B}_{st}(b) = \mathcal{B}_{wf}(b) \). In both cases, we know that \( \mathcal{I}(x) \leq t \mathcal{I}(\mathcal{B}_{st}(b)) \). This means that \( \mathcal{I}(x) \leq t \text{val}_{\mathcal{B}_{st}}(J, x, \mathcal{I}) \leq t \text{SV}_{\mathcal{B}_{st}}(x, \mathcal{I}) \). This concludes the proof that \( \mathcal{I} \) is a stable model of \( \mathcal{J} \mathcal{F} \). \( \square \)

Of course, this means that well-founded models are supported models.

**Corollary 3.5.5.** Any \( \mathcal{B}_{wf} \)-model is a \( \mathcal{B}_{sp} \)-model.

*Proof.* Follows from Propositions 3.5.3 and 3.5.4. \( \square \)

If the interpretation of the opens is fixed, then there is only one well-founded model, which is also a stable model. The following results states that in a stable model, the well-founded supported value is the same in some cases.

**Lemma 3.5.6.** Let \( \mathcal{I} \) be a \( \mathcal{B}_{st} \)-model. If \( \text{SV}_{\mathcal{B}_{wf}}(x, \mathcal{I}) = f \), then \( \mathcal{I}(x) = f \). If \( \text{SV}_{\mathcal{B}_{wf}}(x, \mathcal{I}) = t \), then \( \mathcal{I}(x) = t \).
Proof. For the first, it suffices to prove that $I(x) \geq_{t} u$ implies $SV_{B_{w}}(x, I) \geq_{t} u$. By Theorem 2.6.20 and splittability of $B_{st}$, there is a justification $J$ such that $val_{B_{st}}(J, y, I) = SV_{B_{st}}(y, I) = I(y)$ for all defined facts $y$.

So take a defined $x$ with $I(x) \geq_{t} u$. The only way that we have $val_{B_{w}}(J, x, I) = f$ is when $B_{J}(x)$ contains a branch $b$ with a positive tail. Let $y_{1}, \ldots, y_{n}$ be the sign switches in $b$ and $y_{0} = x$. It is easy to see that $val_{B_{st}}(J, y_{n}, I) = f$ since $B_{J}(y_{n})$ contains a positive branch. For $i$ with $0 \leq i < n$ we have that $I(y_{i}) = SV_{B_{st}}(y_{i}, I) = val_{B_{st}}(J, y_{i}, I) \leq_{t} I(y_{i+1})$. Therefore, we obtained that $I(x) = f$, which is a contradiction. Therefore, we have that $I(x) \geq_{t} u$ implies that $SV_{B_{w}}(x, I) \geq_{t} u$.

The second statement follows by the consistency of $B_{w}$: if $SV_{B_{w}}(x, I) = t$, then $SV_{B_{w}}(\sim x, I) = f$. By the first statement, this means that $I(\sim x) = f$; hence $I(x) = t$. □

This results implies that the unique well-founded model with a given interpretation of the opens is the least precise stable model with the same interpretation of the opens.

**Proposition 3.5.7.** If the interpretation of the opens is fixed, the unique $B_{w}$-model is the $\leq_{p}$-least $B_{st}$-model.

Proof. Let $I_{B_{w}}$ be the unique $B_{w}$-model and let $I$ be any $B_{st}$-model. Lemma 3.5.6 states that if $SV_{B_{w}}(x, I) \neq u$, then $I(x) = SV_{B_{w}}(x, I)$. Therefore, $I_{B_{w}}(x) = SV_{B_{w}}(x, I) \leq_{p} SV_{B_{st}}(x, I) = I(x)$. Hence, $I_{B_{w}} \leq_{p} I$ for all stable models $I$. Then Proposition 3.5.4 finishes the proof. □

This shows that justification theory can capture least fixpoint semantics. Similar results exist for $B_{cst}$ and $B_{cwf}$.

**Proposition 3.5.8.** Every $B_{cw}$-model is a $B_{cst}$-model. Every $B_{cst}$-model is a $B_{sp}$-model. If the interpretation of the opens is fixed, then the unique $B_{cw}$-model is the $\leq_{p}$-least $B_{cst}$-model.

Proof. The proof that every $B_{cst}$-model is a $B_{sp}$-model is exactly the same as the proof of Proposition 3.5.3. The proof of Proposition 3.5.4 is also a valid for proving that every $B_{cw}$-model is a $B_{cst}$-model. Lemma 3.5.6 also holds for $B_{cst}$ and $B_{cw}$. And the proof of Proposition 3.5.7 also carries to $B_{cst}$ and $B_{cw}$. □

**Proposition 3.5.9.** If the interpretation of the opens is fixed, then $B_{st}$-models are $\leq_{t}$-minimal $B_{sp}$-models.
Proof. Let $\mathcal{I}$ be a $\mathcal{B}_{\text{st}}$-model. Assume by contradiction that there is a $\mathcal{B}_{\text{sp}}$-model $\mathcal{I}'$ with $\mathcal{I}' <_t \mathcal{I}$. This means that for all $y \in \mathcal{F}_+$, $\mathcal{I}'(x) <_t \mathcal{I}(x)$ and for all $y \in \mathcal{F}_-$, $\mathcal{I}'(x) >_t \mathcal{I}(x)$. Since $\mathcal{I}' \neq \mathcal{I}$, there exist an $x \in \mathcal{F}_- \cap \mathcal{F}_d$ with $\mathcal{I}'(x) >_t \mathcal{I}(x)$. Let $\ell = \mathcal{I}'(x)$. Since $\mathcal{I}'$ is a $\mathcal{B}_{\text{sp}}$-model, there is a rule $x \leftarrow A$ so that for all $a \in A$, $\mathcal{I}'(a) >_t \ell$. Similarly, such rules exists for $a \in A$. By induction, these rules can be combined into a justification $J$ so that for all facts $y$ in $J$ we have $\mathcal{I}'(y) >_t \ell$. This justification does not have positive infinite branches starting with $x$, since $x$ is negative. Therefore, $\text{val}_{\mathcal{B}_{\text{st}}}(J, x, \mathcal{I}') \geq \ell = \mathcal{I}'(x)$. All branches of $J$ are either mapped to a positive fact or an open fact. For positive facts $y$, we know that $\mathcal{I}'(y) \leq \mathcal{I}(y)$ and for open facts, $\mathcal{I}'(y) = \mathcal{I}(y)$. This means that $\text{val}_{\mathcal{B}_{\text{st}}}(J, x, \mathcal{I}) \geq \text{val}_{\mathcal{B}_{\text{st}}}(J, x, \mathcal{I}')$. Now, $\mathcal{I}$ is a $\mathcal{B}_{\text{st}}$-model; hence $\mathcal{I}(x) \geq \mathcal{I}(x)$, $\text{val}_{\mathcal{B}_{\text{st}}}(J, x, \mathcal{I}) \geq \text{val}_{\mathcal{B}_{\text{st}}}(J, x, \mathcal{I}') \geq \mathcal{I}'(x)$, that is, $\mathcal{I}(x) \geq \mathcal{I}'(x)$. This contradicts that $\mathcal{I}'(x) >_t \mathcal{I}(x)$; hence there is no $\mathcal{B}_{\text{sp}}$-model $\mathcal{I}'$ with $\mathcal{I}' <_t \mathcal{I}$. □

**Proposition 3.5.10.** If the interpretation of the opens is fixed, then $\mathcal{B}_{\text{cat}}$-models are $\leq_t$-maximal $\mathcal{B}_{\text{sp}}$-models.

Proof. Let $\mathcal{I}$ be a $\mathcal{B}_{\text{cat}}$-model. Assume by contradiction that there is a $\mathcal{B}_{\text{sp}}$-model $\mathcal{I}'$ with $\mathcal{I}' >_t \mathcal{I}$. This means that for all $y \in \mathcal{F}_+$, $\mathcal{I}'(x) >_t \mathcal{I}(x)$ and for all $y \in \mathcal{F}_-$, $\mathcal{I}'(x) \leq \mathcal{I}(x)$. Since $\mathcal{I}' \neq \mathcal{I}$, there exists an $x \in \mathcal{F}_+ \cap \mathcal{F}_d$ with $\mathcal{I}'(x) >_t \mathcal{I}(x)$. Let $\ell = \mathcal{I}'(x)$. Since $\mathcal{I}'$ is a $\mathcal{B}_{\text{sp}}$-model, there is a rule $x \leftarrow A$ so that for all $a \in A$, $\mathcal{I}'(a) >_t \ell$. Similarly, such rules exists for $a \in A$. By induction, these rules can be combined into a justification $J$ so that for all facts $y$ in $J$ we have $\mathcal{I}'(y) >_t \ell$. This justification does not have infinite negative branches starting with $x$ since $x$ is positive. Therefore, $\text{val}_{\mathcal{B}_{\text{cat}}}(J, x, \mathcal{I}') \geq \ell = \mathcal{I}'(x)$. All branches of $J$ are either mapped to a negative fact or an open fact. For negative facts $y$, we know that $\mathcal{I}'(y) \leq \mathcal{I}(y)$ and for open facts $\mathcal{I}'(y) = \mathcal{I}(y)$. This means that $\text{val}_{\mathcal{B}_{\text{cat}}}(J, x, \mathcal{I}) \geq \text{val}_{\mathcal{B}_{\text{cat}}}(J, x, \mathcal{I}')$. Now, $\mathcal{I}$ is a $\mathcal{B}_{\text{cat}}$-model; hence $\mathcal{I}(x) \geq \mathcal{I}(x)$, $\text{val}_{\mathcal{B}_{\text{cat}}}(J, x, \mathcal{I}) \geq \text{val}_{\mathcal{B}_{\text{cat}}}(J, x, \mathcal{I}') \geq \mathcal{I}'(x)$, that is, $\mathcal{I}(x) \geq \mathcal{I}'(x)$. This contradicts that $\mathcal{I}'(x) <_t \mathcal{I}(x)$; hence there is no $\mathcal{B}_{\text{sp}}$-model $\mathcal{I}'$ with $\mathcal{I}' >_t \mathcal{I}$. □

### 3.6 Conclusion

Proving that a particular branch evaluation is graph-like consistent is a difficult task. This is even true for tree-like justifications as shown by the length of the proofs in the PhD thesis of Denecker (1993). There are many different ways to go about proving it. One way is to directly construct a good justification for $x$ if $\text{SV}(\sim x, \mathcal{I}) = f$. It requires a great deal of care to make sure everything works out with your construction. We used the pasting result from the previous chapter numerous times for proving that the main branch evaluations are graph-like consistent. And we used it even more in the sections on the relations
between the various semantics. These results, however, are important for the significance of justification semantics. We have seen that splittable branch evaluations have a great deal of interesting properties that can be exploited to construct justifications. However, as illustrated by $B_{ex}$, splittability does not imply consistency or graph-reducibility. In particular, we have not yet identified properties on branch evaluations that imply consistency. In the next chapter, we take a look at a few properties that do this, but only in a finite setting, which for practical applications often suffices.

In this chapter, we also settled the differences between alternative definitions of supported and stable branch evaluations. Apart from that, we showed a number of relations between different justification semantics. Most of these results are already known in other fields such as logic programming. However, we should note that these relations in justification theory are deeper. This is because justification theory is more general than any semantics it can capture due to the presence of open facts, and because justification theory allows for an infinite number of rules for a fact with potentially an infinite number of elements in the body.

Many of the proofs were very similar, so some future work might analyse these proofs and extract some properties between two branch evaluations $B_1$ and $B_2$, so that every $B_1$-model is a $B_2$-model. Something else that can be investigated is if $B_1$ is parametric, then when fixing the interpretation of the opens will the unique $B_1$-model be a $\leq_p$-least $B_2$-model, akin to the relation between $B_{sp}$ and $B_{KK}$, between $B_{st}$ and $B_{wf}$, and between $B_{cst}$ and $B_{cwf}$. 
Chapter 4

Exploiting Game Theory for Analysing Justifications

4.1 Introduction

In the previous chapter, we proved the graph-like consistency of some important branch evaluations. The proofs, however, are rather complex. This means that if a new branch evaluation is invented, quite a bit of work has to be done to ensure the associated semantics is consistent. What we would like instead is an easy to check condition on the branch evaluation such that consistency is ensured. The results in this chapter build on existing work in the context of antagonistic games over graphs (Gimbert and Zielonka, 2005). We establish a connection between justification theory and game theory, and exploit it to transfer existing results on antagonistic games over graphs to justification theory. The main contributions of this chapter are as follows: We show that justifications induce games in the sense of Gimbert and Zielonka (2005), thereby bridging a gap between non-monotonic reasoning and game theory. Inspired by Gimbert and Zielonka (2005), we develop two criteria for branch evaluations, namely monotonicity and selectivity, and we show for branch evaluations satisfying these conditions in finite justification systems, graph-like consistency holds. While this means that our results do not apply, e.g., to infinitary semantics, for practical applications finiteness usually suffices. Finally, we show that all branch evaluations corresponding to the major semantics of logic programming are indeed selective and monotone. As a consequence, with our results, proving that a branch evaluation is graph-like consistent is much easier: all that is
needed is to show that it is monotone and selective. This is in sharp contrast with the proofs of graph-like consistency of Chapter 3 and the work on tree-like justification by Denecker (1993), which span at least a couple of pages for each semantics.

As justification theory has its root in logic programming, this chapter establishes a link between logic programming and game theory. This chapter is not the first time that a relation between logic programming and game theory is established. However, the relation in this chapter is different than existing results. The discussion on related work is postponed to the conclusion of this chapter.

The text of this chapter is solely based on (Marynissen et al., 2020), but the proofs and a few examples are new material. A few results in case of infinite games are also added.

### 4.2 Game Theory

Game theory is a very versatile field. Many different types of games are considered. In this section, we define the games we are considering: antagonistic games over graphs (Gimbert and Zielonka, 2005). Our formalisation slightly differs from the one of Gimbert and Zielonka (2005), but the differences are minor and non-fundamental. Intuitively a game unfolds as follows: There are two players $T$ and $F$, with opposite interests. These players are called the true and false player. Let $G$ be a directed graph in which each vertex is owned either by $T$ or by $F$. Initially, a stone is placed on some vertex in $G$. At each step, the player owning the vertex with the stone moves the stone along an outgoing edge. The players interact in this way ad infinitum or until the stone is on a vertex without outgoing edges.

**Definition 4.2.1.** A game graph is a quadruple $G = (S, S_T, S_F, E)$ where $S_T$ and $S_F$ form a partition of the set of states $S$, and $E \subseteq S \times S$. For a transition $e = (s, t) \in E$, the states $s$ and $t$ are respectively called the source and target of $e$ (denoted $\text{source}(e)$ and $\text{target}(e)$). For a state $s \in S$, $sE$ is the set of outgoing edges from $s$. A path in $G$ is a non-empty finite or infinite sequence of states $p = s_0 s_1 s_2 \ldots$ such that for all $i \geq 0$, $(s_i, s_{i+1}) \in E$. We define $\text{source}(p)$ to be equal to $s_0$. If $p$ is finite, then $\text{target}(p)$ is the last state of $p$. If a path consists of a single state $s$, we call it empty. We denote the empty path in $s$ by $\lambda_s$. The set of finite paths in $G$ (including the empty paths) is denoted by $\text{Path}_G$.

Players do not necessarily alternate plays, but in what follows we will assume that. Note that paths of a game graph are reminiscent of branches in a
justification frame. When this game is played, the trajectory of the stone is a path of special interest.

**Definition 4.2.2.** Let $G$ be a game graph. A *play* in $G$ is either an infinite path in $G$ or a finite path in $G$ that ends in a state without outgoing edges. The set of plays in $G$ is denoted by $\text{Play}_G$.

Note that a play of this game can be infinite and thus cannot be played in real life. In its most general form, games of this form do not have a winner, but instead, each player has a preference relation indicating which plays they prefer over others. We will see later that plays correspond to branches. The true player would like branches to be evaluated to $t$ and the false player would like branches to be evaluated to $f$.

**Definition 4.2.3.** Let $G$ be a game graph. A *preference relation* for a player $P$ is a total preorder (i.e., a reflexive and transitive relation such that for all plays $p$ and $q$, $p \sqsubseteq_P q$ or $q \sqsubseteq_P p$ holds) over $\text{Play}_G$.

Intuitively, if $p \sqsubseteq_P q$, then the player $P$ prefers the play $q$ over $p$. If both $p \sqsubseteq_P q$ and $q \sqsubseteq_P p$ hold, then we say that $p$ and $q$ are equivalent with respect to $\sqsubseteq_P$. Since the players $T$ and $F$ have opposite interests, we will assume that $p \sqsubseteq_T q$ if and only if $q \sqsubseteq_F p$. A game graph combined with the preference relation for the players is setup for our games.

**Definition 4.2.4.** A *game* is a tuple $(G, \sqsubseteq_T)$, where $G$ is a game graph and $\sqsubseteq_T$ is a preference relation for $T$. We define $\sqsubseteq_F$ to be the inverse relation of $\sqsubseteq_T$.

Two-player games in which the players have exactly opposite goals are called *antagonistic*. When playing, players usually follow some strategy to try getting a play that is as preferable as possible. That is, their incentive is to get a play that is most preferable. In game theory, many different type of strategies exist. We are interested in just two types of strategies. The first type takes into account the entire play history to determine the next move. These strategies are called *general*. For the second type of strategy, the next move is made solely on the information where the stone is currently at. Since the strategy only depends on the position of the stone, they are called *positional* strategies. To execute such a strategy you do not need to remember the previous states the stone has been. Therefore, they are also called *memoryless* strategies. Note that a positional strategy is also a general strategy, but a less ‘smart’ one since it just does not use the memory of the previous states the stone has visited.

The difference between these two types of strategies is very similar to the distinction between graph-like and tree-like justifications. Indeed, every graph-like justification is also a tree-like justifications. Also, storing the strategy in
memory, the positional ones will take much less space just as with graph-like justifications. Let us now formalise these strategies.

**Definition 4.2.5.** Let $G = (S, S_T, S_F, E)$ be a game graph. A *general strategy* for a player $P$ in $G$ is a function $\sigma_P : \{p \in \text{Path}_G \mid \text{target}(p) \in S_P\} \rightarrow E$ such that $\sigma_P(p) \in \text{target}(p)E$. The set of general strategies for player $P$ is denoted by $\mathcal{G}_g(P)$. A *positional (or memoryless) strategy* for a player $P$ in $G$ is a mapping $\sigma_P : S_P \rightarrow E$ such that $\sigma_P(s)$ is in $sE$ for all $s \in S_P$. The set of positional strategies for $P$ is denoted by $\mathcal{G}_p(P)$.

As mentioned before a positional strategy can be seen as a general strategy. In formal terms, it goes as follows. We can embed $\mathcal{G}_p(P)$ into $\mathcal{G}_g(P)$ by mapping a positional strategy $\sigma$ to a general strategy that maps $s_0...s_n$ to $\sigma(s_n)$. Slightly abusing notation, we thus have that $\mathcal{G}_p(P) \subseteq \mathcal{G}_g(P)$.

When a player sticks to a strategy, many different plays can result because of the other player. Such plays are called *consistent* with that strategy. This is formalised below.

**Definition 4.2.6.** Let $G = (S, S_T, S_F, E)$ be a game graph. A finite or infinite path $p = s_0s_1s_2...$ in $G$ is *consistent* with a general strategy $\sigma_P$ for a player $P$ if $\sigma_P(s_0...s_i) = (s_i, s_{i+1})$ whenever $s_i \in S_P$. It is *consistent* with a positional strategy $\sigma_P$ for player $P$ if $\sigma_P(s_i) = (s_i, s_{i+1})$ whenever $s_i \in S_P$.

If both players stick to their strategy, then there is only one play that is consistent with both strategies. This is because strategies are deterministic. Given a state $s$ and strategies $\sigma$ and $\tau$ for players $T$ and $F$, there exists a unique play in $G$ starting with $s$ consistent with both $\sigma$ and $\tau$. We denote this play by $p_G(s, \sigma, \tau)$. If we look at all the plays starting with a state $s$ consistent with a strategy, then they form interesting structures.

**Definition 4.2.7.** Let $\sigma$ be a general strategy for a player $P$. The *play tree* for $\sigma$ in $x$ is the tree with nodes labelled by states whose maximally long branches correspond to the plays starting with $x$ consistent with $\sigma$.

Let $\sigma_p$ be a positional strategy for a player $P$. The *play graph* for $\sigma_p$ in $x$ is the subgraph of the game graph consisting of all edges occurring in plays starting with $x$ consistent with $\sigma_p$.

The observant reader might already have noticed that this is very similar to the distinction between tree-like and graph-like justifications. This is further worked out in the next section.

Under the assumption that $T$ and $F$ are rational agents, trying to maximise the value of the resulting play in their preference relation ($\sqsubseteq_T$ respectively $\sqsubseteq_F$),
some strategies will not be followed. For example, if player $T$ follows a strategy $\sigma$ that is good if $F$ follows strategy $\tau$, but very bad if $F$ follows strategy $\tau'$, then $T$ will not follow that strategy because he knows that $F$ will follow $\tau'$. Taking this idea to the next level, the players tend toward strategies such that neither player has an incentive to unilaterally deviate from their strategy. In game theoretic terms, these are called Nash equilibria and are often regarded as solutions to games. Note that the strategies we consider completely determine how the game is played. In regular game theory, these are called pure strategies. Often, Nash equilibria are so-called mixed strategies, which are assignments of probabilities to pure strategies. In this text, we only consider pure strategies. These pure Nash equilibria are formally defined as follows.

Definition 4.2.8. Let $G = (S, S_T, S_F, E)$ be a game graph and let $\sigma^*$ and $\tau^*$ be general strategies for respectively $T$ and $F$. The pair $(\sigma^*, \tau^*)$ is optimal if for all states $s \in S$ and all general strategies $\sigma$ and $\tau$ for respectively $T$ and $F$ it holds that

$$p_G(s, \sigma, \tau^*) \trianglelefteq_T p_G(s, \sigma^*, \tau^*) \trianglelefteq_T p_G(s, \sigma^*, \tau).$$

As already mentioned, in an optimal pair $(\sigma^*, \tau^*)$ of strategies, no player can benefit by changing only their strategy. So if $T$ changes their strategy $\sigma^*$ to $\sigma$, then $p_G(s, \sigma, \tau^*) \trianglelefteq_T p_G(s, \sigma^*, \tau^*)$, or that $p_G(s, \sigma, \tau^*) \triangleright_F p_G(s, \sigma^*, \tau^*)$; hence $F$ has an advantage. Similarly, if $F$ changes their strategy $\tau^*$ to $\tau$, then $p_G(s, \sigma^*, \tau^*) \trianglelefteq_T p_G(s, \sigma^*, \tau)$, and thus $T$ has an advantage.

Finding optimal pairs has been a common thread in game theory. This is no different for us. In this chapter, we are most interested in the existence of such pairs, not per se the actual values of the strategies. In particular, we are interested whether an optimal pair of positional strategies exist. We mean an optimal pair $(\sigma^*, \tau^*)$ of strategies like the definition above such that $\sigma^*$ and $\tau^*$ are positional (recall that every positional strategy is a general one as well).

### 4.3 Justifications as Strategies

In this section, we show how to derive an antagonistic game from a justification system. We first introduce a construction and then show how strategies in the constructed game correspond to justifications of the original system. This then translates to the relation between supported values and the value of the play determined by an optimal pair of strategies, which serves as a tool to shed light on the consistency problem from a different angle.

The following serves as a running example for this section.
Example 4.3.1. Let $\mathcal{JF} = (\mathcal{F}, \mathcal{F}_d, R)$ with $\mathcal{F}_d = \{p, q, \sim p, \sim q\}$, $\mathcal{F}_o = \mathcal{L} \cup \{r, \sim r\}$, and $R$ the complementation of

$$\left\{ \begin{array}{c} p \leftarrow \sim q \\ q \leftarrow \sim p \\ p \leftarrow r \end{array} \right\}.$$  

\section*{4.3.1 Games Associated to justifications}

Let $\mathcal{JF}$ be a justification frame. For any $x \in \mathcal{F}_d$ and rule $x \leftarrow A \in R$, we introduce new symbols $r_{x \leftarrow A}$, which we call rule symbols. In the game associated with a justification system, $T$ owns the defined facts and $F$ owns the rule symbols.

**Definition 4.3.2.** The game graph $G_{\mathcal{JF}} = (S, S_T, S_F, E)$ corresponding to the justification frame $\mathcal{JF}$ is defined by $S_T = \mathcal{F}$, $S_F = \{r_{x \leftarrow A} \mid x \in \mathcal{F}_d, x \leftarrow A \in R\}$, $S = S_T \cup S_F$, and for any $x \in \mathcal{F}_d$, $x \leftarrow A \in R$, and $y \in A$ we have edges $(x, r_{x \leftarrow A})$ and $(r_{x \leftarrow A}, y)$.

Notice that the open facts are also owned by $T$, but these do not have outgoing edges in the game graph, so essentially they are not owned by any player.

**Example 4.3.3.** For the justification frame from Example 4.3.1, the game graph (without isolated nodes) is visualised below.

\begin{center}
\begin{tikzpicture}
    \node (p) at (0,0) {$p$};
    \node (r) at (1,0) {$r_{p \leftarrow r}$};
    \node (q) at (0,-1) {$\sim q$};
    \node (r') at (1,-1) {$r_{\sim p \leftarrow q}$};
    \node (q') at (0,-2) {$\sim r_{\sim p \leftarrow q, \sim r}$};
    \node (r''') at (1,-2) {$q$};

    \draw[->] (p) -- (r);
    \draw[->] (q) -- (r');
    \draw[->] (r') -- (r''');
    \draw[->] (p) -- (q);
    \draw[->] (r) -- (q');
    \draw[->] (r'') -- (q');
\end{tikzpicture}
\end{center}

\section*{\small ▲}

It is worth noting that any play in such a game will alternate between rule symbols and elements in $\mathcal{F}$, and so the players $T$ and $F$ alternate turns. The outgoing edges of a defined fact $x$ will go to rule symbols with $x$ as head. Similarly, the outgoing edges of a rule symbol $r_{x \leftarrow A}$ goes to elements in the body of the corresponding rule.

Therefore, a strategy for $T$ chooses a rule for every defined fact and a strategy for $F$ chooses for each rule an element from its body. When the strategies
for both T and F are chosen, essentially the true player will be choosing a justification, while the false player chooses a branch in that justification.

Any play in the game graph corresponds to a JF-branch as follows: Let $s_0s_1 \ldots$ be a play in $G_{JF}$. By removing the rule symbols, we get a sequence in $F$, which is a JF-branch. Therefore, any play $p \in \text{Play}_{G_{JF}}$ corresponds to a JF-branch $b_p$. We can use these branches to define a preference relation for the player T, which together with the game graph defines a game.

**Definition 4.3.4.** Let $\mathcal{JS} = (\mathcal{F}, \mathcal{F}_d, R, \mathcal{B})$ be a justification system and $I$ an $\mathcal{F}$-interpretation. The **justification game** $G_{\mathcal{JS}, I}$ is the antagonistic game $(G_{JF}, \sqsubseteq)$ such that for all $p, q \in \text{Play}_{G_{JF}}$, $p \sqsubseteq q$ if and only if $I(B(b_p)) \leq_t I(B(b_q))$.

So far, we have shown only that a justification system can be transformed into an antagonistic game. Next, we establish semantic relations.

### 4.3.2 Strategies are Justifications

We have seen that strategies give rise to play graphs or trees. These structures are very similar to justifications except for the presence of rule symbols. This relation is explored in this section. We start by the correspondence of strategies for T and justifications.

**Strategies for T Are Justifications**

Intuitively, a strategy for T chooses a rule for every defined fact, which is exactly what a justification does. The following propositions make the relation between strategies for T and justifications precise.

**Proposition 4.3.5.** Let $\sigma$ be a positional (respectively general) strategy for T in the game graph $G_{JF}$. Take $x \in \mathcal{F}_d$. The play graph (respectively play tree) of $\sigma$ in $x$ where all the rule symbols are filtered out\(^\dagger\) is a locally complete graph-like (respectively tree-like) justification with $x$ as root in the justification frame $JF$. We use the symbol $J_{\sigma}(x)$ for this justification.

**Proof.** Every leaf node of $J_{\sigma}(x)$ is not defined, because plays never stop in defined nodes; hence it is locally complete. We take an arbitrary internal node $n$ with label $y$ in $J_{\sigma}(x)$. This means that $y \in \mathcal{F}_d$. We prove that the set of

\(^\dagger\)By construction, there are no edges between rule symbols. Therefore, filtering is removing all edges to and from rule symbols and adding edges $(y, z)$ if in the original graph there are edges $(y, r)$ and $(r, z)$ for some rule symbol $r$.\n
labels of the children of \( n \) are a case of \( y \). By definition, \( y \in S_T \), hence there is only one outgoing transition from \( n \) in the play graph. This transition goes to a node \( m \) with a rule symbol \( r_{y \leftarrow A} \in S_F \) as label. This means that for all \( a \in A \) that there is an edge in the play graph from \( m \) to a node \( n_a \) labelled \( a \). This means for all \( a \in A \) that \((n, n_a)\) is an edge in \( J_\sigma(x) \) and that these are the only edges starting with \( n \), which proves that \( J_\sigma(x) \) is a justification. Since the play graph/tree has a node labelled \( x \) as root, so does \( J_\sigma(x) \).

**Example 4.3.6.** Let \( J^F \) be the justification frame from Example 4.3.1 and let \( \sigma \) be a positional strategy for \( T \) that maps \( p \) to \( r_p \leftarrow \sim q \). The justifications \( J_\sigma(p) \) and \( J_\sigma(\sim p) \) are depicted below from left to right.

\[
p \leftrightarrow \sim q \quad q \leftrightarrow \sim p \rightarrow \sim r
\]

The opposite also holds.

**Proposition 4.3.7.** Any locally complete graph-like (respectively tree-like) justification \( J \) with root \( x \) is equal to some \( J_\sigma(x) \) for a positional (respectively general) strategy \( \sigma \) for \( T \).

**Proof.** We define a strategy \( \sigma \) for \( T \). Let \( p \) be a finite path in \( G_{J^F} \) such that \( \text{source}(p) = x \) and \( \text{target}(p) \in S_T \). Then by filtering out the rule symbols, we get a path \( p^* \) in \( J^F \). It suffices to define \( \sigma(p) \) only for paths \( p \) such that \( p^* \) is a path in \( J \). Since \( J \) is a justification, the set of labels of the children of \( \text{target}(p) \) form a case \( A \) for the label \( y \) of \( \text{target}(p) \). We define \( \sigma(p) = r_{y \leftarrow A} \). It is clear that \( J_\sigma(x) \) is equal to \( J \).

Before continuing let use note that the preference relations in games induced by justification systems, only have three equivalence classes. One for each value in \( L \). Therefore, to simply notation, we introduce a utility function defined as follows:

\[
u(x, \sigma, \tau) := I(\mathcal{B}(b_{pG}(x, \sigma, \tau))).\]

If \( u(x, \sigma, \tau) = t \), then we say that \( T \) has won the game. If \( u(x, \sigma, \tau) = f \), then \( F \) wins the game. And the game ‘ends’ in a draw when \( u(x, \sigma, \tau) = u \).

The correspondence of justifications and strategies for \( T \) raises the question what the role of \( F \) is. Intuitively, \( T \) chooses for each node in the justification a set of children corresponding to a rule and \( F \) then chooses for each such node a single child. This means that \( F \) actually chooses a branch in the justification determined by a strategy of \( T \). Moreover, the value of that branch is equal to
u(x, σ, τ). The reverse is also true, any branch in J_σ(x) corresponds to a strategy for F. An important remark is that branches in graph-like justifications need not be positional (they can contain both y → u and y → v for u ≠ v; in this case, u and v must be elements of the same case). Taking these considerations into account, we can rephrase the value of a justification in terms of strategies, where T has to play positionally to obtain graph-like justifications but F is always allowed to use general strategies.

**Lemma 4.3.8.** Let σ be a positional (respectively general) strategy for T. For any interpretation I and x ∈ F_d, it holds that \( \text{val}(J_\sigma(x), x, I) = \min_{\tau \in S_g(F)} u(x, \sigma, \tau) \), where min is with respect to ≤_t.

**Proof.** Follows from the correspondence between general strategies for F and branches of J_σ(x).

**Remark 4.3.9.** Even for a positional strategy σ, it is the minimum over all general strategies τ. ▲

By Proposition 2.2.21, the supported value of x only depends on the value of locally complete justifications with x as root. Therefore, if every locally complete justification with x is of the form J_σ(x) for some strategy σ for T, then we can calculate the supported value of x only using the values of x in J_σ(x) for strategies σ for T. This is exactly what Proposition 4.3.7 states. As a consequence, the supported value can be computed using play values of strategies.

**Theorem 4.3.10.** For any x ∈ F_d and interpretation I, the following holds

\[
\text{SV}_t(x, I) = \max_{\sigma \in S_p(T)} \min_{\tau \in S_g(F)} u(x, \sigma, \tau) \\
\text{SV}_g(x, I) = \max_{\sigma \in S_p(T)} \min_{\tau \in S_g(F)} u(x, \sigma, \tau)
\]

where max and min are with respect to ≤_t.

**Proof.** By Proposition 2.2.21 the supported value of x is equal to the maximum of the values of locally complete justifications with root x. By Proposition 4.3.7, these are exactly the justifications of the form J_σ(x) with σ a strategy for T. By using Lemma 4.3.8, we then conclude the proof. □

**Strategies for F Are Also Justifications**

We have seen how strategies for T correspond to justifications and that strategies for F correspond to branches in those justifications. We used this information
to calculate the supported value using play values. However, in this section we show that also strategies for \( F \) correspond to justifications, but for negation of facts. This is a crucial step towards proving the consistency property, because we can then relate the supported values of \( x \) and \( \sim x \). In order to do so, our justification frames needs to be complementary, which, as mentioned before, is a condition satisfied in all practical applications of justification theory. But in this case, we will demand the stronger property that our justification frames are fixed under complementation. Every complementary frame is equivalent to a justification frame fixed under complementation by Proposition 2.3.13. Therefore, demanding this will not reduce the strength of the result below.

Let \( \tau \) be a strategy for \( F \). This means that \( \tau \) chooses for every rule symbol \( r_{y \leftarrow A} \) an element from \( A \). This corresponds to a selection function \( S \) for \( y \). Since our justification frame is fixed under complementation, this selection function provides a rule for \( \sim y \): \( \sim y \leftarrow \sim \text{Im}(S) \). Therefore, the strategy \( \tau \) indirectly chooses a rule for every \( \sim y \), which thus again induces a justification.

**Proposition 4.3.11.** Let \( JF \) be a justification frame fixed under complementation and \( \tau \) a positional (respectively general) strategy for \( F \) in the game graph \( G_{JF} \) and take \( x \in F_d \). The play graph (respectively play tree) of \( \tau \) in \( x \) where all the rule symbols are filtered out and all node’s labels are inverted (\( y \) replaced by \( \sim y \), note that \( \sim (\sim y) = y \)), is a locally complete graph-like (respectively tree-like) justification with \( \sim x \) as root in the justification frame \( JF \). We write \( J_\tau(x) \) for this justification.

**Proof.** By construction, \( J_\tau(x) \) is locally complete. Take an internal node \( n \) of \( J_\tau(x) \) with label \( y \), hence \( y \in F_d \cap S_T \). This node corresponds to a node \( n^* \) with label \( \sim y \). This means that in the play tree of \( \tau \) there is an edge from \( n^* \) to a node \( m^*_{\sim y \leftarrow A} \) with label \( r_{\sim y \leftarrow A} \) for all rules of the form \( \sim y \leftarrow A \). Since \( r_{\sim y \leftarrow A} \in S_F \), in the play tree of \( \tau \) there is exactly one outgoing edge from \( m^*_{\sim y \leftarrow A} \) to a node labelled \( a \in A \). This defines a selection function \( S \) for \( \sim y \). Therefore, in \( J_\tau(x) \) the set of labels of the children of \( n \) is exactly \( \sim \text{Im}(S) \). Since \( JF \) is a complementary justification frame, it means that \( J_\tau(x) \) is a justification. That \( J_\tau(x) \) has \( \sim x \) as root follows directly from the fact that \( x \) is a root of the play graph/tree. \( \square \)

**Example 4.3.12.** Let \( JF \) be the justification frame from Example 4.3.1. Let \( \tau \) be the positional strategy for \( F \) that maps \( r_{\sim p \leftarrow q, \sim r} \) to \( \sim r \). The justifications \( J_\tau(p) \) and \( J_\tau(\sim p) \) are given below from left to right.

\[
\begin{align*}
q \leftrightarrow & \sim p \rightarrow \sim r \\
p \rightarrow & r
\end{align*}
\]
Again, this raises the question of what is the role of the strategy of $T$ in this justification $J_\tau(x)$. In this correspondence, a strategy $\tau$ for $F$ chooses for each $x$ a rule $\sim x \leftarrow A$. A strategy $\sigma$ for $T$ on the other hand chooses for each $\sim x$ a rule $\sim x \leftarrow B$. Since $JF$ is fixed under complementation, there is a selection function $S$ of $x$ such that $\text{Im}(S) = \sim B$. Hence $\sigma$ chooses an element from $B$ for every $x \leftarrow B$. In contrast, for every $y \in A$, we have by Proposition 3.2.1 that there is a rule $x \leftarrow B$ such that $\sim y \in B$. So the appropriate strategy $\sigma$ for $T$ will choose $\sim y$ from $B$. Hence we can view $\sigma$ as choosing the negation of an element of the body of each rule $\sim x \leftarrow A$. Therefore, any general strategy $\sigma$ for $T$ correspond to the negation of a branch in $J_\tau(x)$ as formally shown by the following two lemmas.

**Lemma 4.3.13.** Let $JF$ be a justification frame fixed under complementation and $\tau$ a positional (respectively general) strategy for $F$, and let $\sigma$ be a general strategy for $T$. The branch corresponding to the play $p_G(x, \sigma, \tau)$ is the negation of a branch in $J_\tau(x)$.

**Proof.** Take a general strategy $\sigma$ for $T$. Let $p = s_0s_1s_2 \ldots$ be the play $p_G(x, \sigma, \tau)$. Since rule symbols in $p$ occur at the odd indices, we need to prove that $s_0s_2s_4\ldots$ is the negation of a $J_\tau(x)$ branch. Take an even $i$. Then $s_i = y$ and $s_{i+2} = z$ for some $y, z \in F_d$. It suffices to prove that $\sim y \rightarrow \sim z$ is a path in $J_\tau(x)$. The strategy $\tau$ chooses for each rule symbol $r_{y \leftarrow A}$ an element $a \in A$. This is the same as a selection function $S$ of $y$. Since $JF$ is fixed under complementation, this means that $\sim y \leftarrow \sim \text{Im}(S)$ is a rule. This is exactly the rule for $\sim y$ in $J_\tau(x)$. Therefore, it suffices to prove that $\sim z \in \sim \text{Im}(S)$. The strategy $\sigma$ maps $s_0 \ldots s_i$ to a rule $y \leftarrow B$, and the strategy $\tau$ maps $s_0 \ldots s_i r_{y \leftarrow B}$ to $z$; hence $z \in S(y \leftarrow B)$. This means that $\sim z \in \sim \text{Im}(S)$, finishing the proof.

The negation of each branch in $J_\tau(x)$ can be constructed using plays consistent with $\tau$.

**Lemma 4.3.14.** Let $JF$ be a justification frame fixed under complementation and $\tau$ a positional (respectively general) strategy for $F$. Every branch in $J_\tau(x)$ starting with $\sim x$ is the negation of a branch corresponding to the play $p_G(x, \sigma, \tau)$ for some general strategy $\sigma$ for $T$.

**Proof.** Take a $J_\tau(x)$-branch $b$: $\sim x_0 \rightarrow \sim x_1 \rightarrow \cdots$ with $x_0 = x$. This corresponds to a path $p = x_0r_{x_0 \leftarrow A_0}x_1r_{x_1 \leftarrow A_1} \ldots$ in the play graph (tree) of $\tau$. Note that $\tau(x_0r_{x_0 \leftarrow A_0} \ldots x_ir_{x_i \leftarrow A_i}) = x_{i+1}$. Take any general strategy $\sigma$ for $F$ such that $\sigma(x_0r_{x_0 \leftarrow A_0} \ldots x_{i-1}r_{x_{i-1} \leftarrow A_{i-1}}x_{i-1}) = r_{x_i \leftarrow A_i}$. Then $p$ is equal to $p_G(x, \sigma, \tau)$, finishing the proof.
These results allow us to view the value of $J_\tau(x)$ with respect to $\sim x$ in terms of strategies.

**Lemma 4.3.15.** Let $JF$ be a justification frame fixed under complementation and $\tau$ a positional (respectively general) strategy for $F$. For any $x \in F_d$ and interpretation $I$, it holds that $\text{val}(J_\tau(x), \sim x, I) = \min_{\sigma \in \mathcal{S}_g(T)} I(B(\sim b_{pg}(x,\sigma,\tau))).$

The value of $I(B(\sim b_{pg}(x,\sigma,\tau)))$ cannot be simplified further in general. However, when our branch evaluation respects negation we can simplify.

**Lemma 4.3.16.** Let $JF$ be a justification frame fixed under complementation, $B$ a branch evaluation that respects negation, and $\tau$ a positional (respectively general) strategy for $F$. For any $x \in F_d$ and interpretation $I$, it holds that $\text{val}(J_\tau(x), \sim x, I) = \sim \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau).$

**Proof.** Since $B$ respects negation, we have $I(B(\sim b_{pg}(x,\sigma,\tau))) = \sim u(x, \sigma, \tau)$. The result follows by Lemma 4.3.15 and by noting that $\sim \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau) = \min_{\sigma \in \mathcal{S}_g(T)} \sim u(x, \sigma, \tau).$

This result allows to view the supported value in yet a different light using the justification induced by strategies for $F$. However, we first need to following result.

**Proposition 4.3.17.** Let $JF$ be a justification frame fixed under complementation. Any locally complete graph-like (respectively tree-like) justification with $\sim x$ as root is equal to $J_\tau(x)$ for some positional (respectively general) strategy $\tau$ for $F$.

**Proof.** The proof is completely similar to the proof of Proposition 4.3.7.

Completely analogously to Theorem 4.3.10, we thus obtain a method to compute the supported value of the negation of a fact in terms of strategies.

**Theorem 4.3.18.** Let $JF$ be a justification frame fixed under complementation and $B$ a branch evaluation that respects negation. For any $x \in F_d$ and interpretation $I$, the following holds

$$\text{SV}_t(\sim x, I) = \sim \min_{\tau \in \mathcal{S}_p(F)} \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau)$$

$$\text{SV}_g(\sim x, I) = \sim \min_{\tau \in \mathcal{S}_p(F)} \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau)$$
Proof. By Proposition 2.2.21 the supported value of $\sim x$ is equal to the maximum of the values of locally complete justifications with $\sim x$ as root. By Proposition 4.3.17, these are exactly the justifications of the form $J_{\tau}(x)$ with $\tau$ a strategy for $F$. Using Lemma 4.3.16 and by noting that $\max_{\tau \in \Sigma(F)} \sim \max_{\sigma \in \Sigma_g(T)} u(x, \sigma, \tau) = \sim \min_{\tau \in \Sigma(F)} \max_{\sigma \in \Sigma_g(T)} u(x, \sigma, \tau)$ concludes the proof.

4.4 Consistency Revisited

4.4.1 Minimax

In the previous section we related the supported value to play values. In particular, Theorem 4.3.10 provides a characterisation for $SV(x, I)$ in terms of play values. On the other hand, Theorem 4.3.18 provides a characterisation for $\sim SV(\sim x, I)$. The consistency of a justification system is exactly the equality between the two characterisations.

Corollary 4.4.1. Let $JF$ be a justification frame fixed under complementation. If for all $x \in F_d$

$$\max_{\sigma \in \Sigma_g(T)} \min_{\tau \in \Sigma_g(F)} u(x, \sigma, \tau) = \min_{\tau \in \Sigma_g(F)} \max_{\sigma \in \Sigma_g(T)} u(x, \sigma, \tau),$$

then $JS$ is tree-like consistent. If for all $x \in F_d$

$$\max_{\sigma \in \Sigma_p(T)} \min_{\tau \in \Sigma_p(F)} u(x, \sigma, \tau) = \min_{\tau \in \Sigma_p(F)} \max_{\sigma \in \Sigma_p(T)} u(x, \sigma, \tau),$$

then $JS$ is graph-like consistent.

Such equalities in game theory are called minimax problems. A famous theorem by John Nash states that every zero-sum two-player game satisfies such equalities. With zero-sum, we mean that one player’s gain is equivalent to the other player’s loss. Because the preference relation of $T$ and $F$ are opposite, our games can be considered zero-sum games. However, this theorem was proved in the context of mixed strategies. Furthermore, the equation for graph-like consistency above is not exactly a minimax problem due to slight differences between the index sets ($\Sigma_p$ vs $\Sigma_g$). One direction of the minimax is a fairly well-known mathematical identity:

$$\max_{a \in A} \min_{b \in B} f(a, b) \leq \min_{b \in B} \max_{a \in A} f(a, b).$$

This is analogous with the easy direction of the consistency problem, see Theorem 2.3.18. Minimax problems in game theory are equivalent to the
existence of optimal strategies. This is also the case for our games. Let us first show what the values of optimal plays are.

**Proposition 4.4.2.** If a pair \((\sigma^*, \tau^*)\) of general strategies is optimal, then

\[
u(x, \sigma^*, \tau^*) = \max_{\sigma \in \mathcal{G}_y(T)} \min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma, \tau) = \min_{\tau \in \mathcal{G}_y(F)} \max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma, \tau),
\]

where max and min are with respect to the order \(\leq_t\). If \((\sigma^*, \tau^*)\) is also positional, then

\[
u(x, \sigma^*, \tau^*) = \max_{\sigma \in \mathcal{G}_y(T)} \min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma, \tau) = \min_{\tau \in \mathcal{G}_y(F)} \max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma, \tau).
\]

**Proof.** Assume \((\sigma^*, \tau^*)\) is an optimal pair of strategies. By optimality we have that for all general strategies \(\tau\) that \(p_G(x, \sigma^*, \tau^*) \subseteq_T p_G(x, \sigma^*, \tau)\). This is the same as \(u(x, \sigma^*, \tau^*) \leq_t u(x, \sigma^*, \tau)\). Therefore,

\[
u(x, \sigma^*, \tau^*) \leq_t \min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma^*, \tau) \leq_t \max_{\sigma \in \mathcal{G}_y(T)} \min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma, \tau).
\]

On the other hand, by optimality we have for all general strategies \(\sigma\) that \(p_G(x, \sigma, \tau^*) \subseteq_T p_G(x, \sigma^*, \tau^*)\), which is the same as \(u(x, \sigma, \tau^*) \leq_t u(x, \sigma^*, \tau^*)\). Therefore, \(\max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma, \tau^*) \leq_t u(x, \sigma^*, \tau^*)\). We also have that \(\min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma, \tau) \leq_t u(x, \sigma^*, \tau^*)\); hence that

\[
\max_{\sigma \in \mathcal{G}_y(T)} \min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma, \tau) \leq_t \max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma^*, \tau^*)
\]

So we proved that \(u(x, \sigma^*, \tau^*) = \max_{\sigma \in \mathcal{G}_y(T)} \min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma, \tau)\).

By optimality we have that \(u(x, \sigma, \tau^*) \leq_t u(x, \sigma^*, \tau^*)\) for all general strategies \(\sigma\). This means that \(\max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma, \tau^*) \leq_t u(x, \sigma^*, \tau^*)\). We have that

\[
\min_{\tau \in \mathcal{G}_y(F)} \max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma, \tau) \leq_t \max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma^*, \tau^*) \leq_t u(x, \sigma^*, \tau^*)
\]

Again by optimality we have for all general strategies \(\tau\) that \(u(x, \sigma^*, \tau^*) \leq_t u(x, \sigma^*, \tau)\). This means that \(u(x, \sigma^*, \tau^*) \leq_t \min_{\tau \in \mathcal{G}_y(T)} u(x, \sigma^*, \tau)\). We also have that \(u(x, \sigma^*, \tau) \leq_t \max_{\sigma \in \mathcal{G}_y(F)} u(x, \sigma, \tau)\). Therefore,

\[
u(x, \sigma^*, \tau^*) \leq_t \min_{\tau \in \mathcal{G}_y(F)} u(x, \sigma^*, \tau) \leq_t \min_{\tau \in \mathcal{G}_y(F)} \max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma, \tau).
\]

This proves that \(u(x, \sigma^*, \tau^*) = \min_{\tau \in \mathcal{G}_y(F)} \max_{\sigma \in \mathcal{G}_y(T)} u(x, \sigma, \tau)\).

Now suppose \((\sigma^*, \tau^*)\) is a positional pair of optimal strategies.
By optimality, we have that
\[
\max_{\sigma \in \mathcal{S}_p(T)} \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma, \tau) \leq u(x, \sigma^*, \tau^*) \leq \max_{\sigma \in \mathcal{S}_g(T)} \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma, \tau).
\]

By optimality, \(u(x, \sigma^*, \tau^*) \leq \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma^*, \tau)\). Since \(\sigma^*\) is positional, we have that
\[
\min_{\tau \in \mathcal{S}_p(F)} \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau) \leq u(x, \sigma^*, \tau^*) \leq \max_{\sigma \in \mathcal{S}_g(T)} \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma, \tau),
\]
which proves that \(u(x, \sigma^*, \tau^*) = \max_{\sigma \in \mathcal{S}_g(T)} \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma, \tau)\).

By optimality, \(\max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau^*) \leq \max_{\sigma \in \mathcal{S}_g(T)} \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma, \tau)\). Since \(\tau^*\) is positional, we have
\[
\min_{\tau \in \mathcal{S}_p(F)} \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau) \leq u(x, \sigma^*, \tau^*) \leq \max_{\sigma \in \mathcal{S}_g(T)} \min_{\tau \in \mathcal{S}_p(F)} u(x, \sigma, \tau),
\]
which proves that \(u(x, \sigma^*, \tau^*) = \min_{\tau \in \mathcal{S}_p(F)} \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau)\).

These equations are exactly the equations from Corollary 4.4.1, so as a result we get that the existence of optimal pairs implies consistency.

**Corollary 4.4.3.** Let \(\mathcal{J}^F\) be a justification frame fixed under complementation and \(B\) a branch evaluation that respects negation. The system \(\mathcal{J}^S\) is tree-like (graph-like) consistent if there is an optimal pair \((\sigma^*, \tau^*)\) of (positional) strategies.

**Proof.** Follows directly from Proposition 4.4.2 and Corollary 4.4.1.

### 4.4.2 Existence of Optimal Pairs of Positional Strategies

At the end of the previous section, we showed that if an optimal pair of positional strategies exist, then the justification system is graph-like consistent. Since graph-like consistency implies tree-like consistency and graph-reducibility, the existence of an optimal pair of positional strategies is paramount to solving our
research problems. In particular, we want conditions on our branch evaluation that guarantee the existence of positional optimal pairs. Inspired by Gimbert and Zielonka (2004, 2005), we will introduce two properties that branch evaluations should have. The first property is *monotonicity*. We are looking for positional strategies. In particular, we are looking for good positional strategies. For such a strategy to decide what to do in a state, it should not matter what happened before. So if the play so far was bad or good should not matter in the choice, i.e. if the play so far is good, then the decision should ruin this advantageous play and if the play so far is bad, the decision should not make it worse. This is exactly what monotonicity is about. In terms of branches it means that whenever one branch is better than another branch, it does not matter how one arrived there: by adding any single path leading to the start of these two branches in front of the two branches, the quality of the branches are respected. In formal terms, it goes as follows.

**Definition 4.4.4.** A branch evaluation $B$ is *monotone* if for every two branches $b_1$ and $b_2$ starting with the same fact $x$ and all finite paths $p$ the following holds:

\[
I(B(b_1)) \leq_t I(B(b_2)) \implies I(B(p \rightarrow b_1)) \leq_t I(B(p \rightarrow b_2)).
\]

Intuitively, this is some sort of locality principle: the branch evaluation can decide the value of the two extended branches ($p \rightarrow b_1$, $p \rightarrow b_2$) based on their joint start ($p$; in which case they have the same value) or based on their tail ($b_1$, $b_2$; in which case the value of the tail indicates how the value of the extended branches relates).

Attentive readers might see a correlation with splittable branch evaluations. In fact, splittability implies monotonicity.

**Proposition 4.4.5.** A splittable branch evaluation is monotone.

*Proof.* Take branches $b_1$ and $b_2$ starting with $x$ such that $I(B(b_1)) \leq_t I(B(b_2))$. Let $p$ be any finite path. If $p \rightarrow b_1$ is decided at $x$, then $p \rightarrow x$ is decided and $I(B(p \rightarrow b_1)) = I(B(p \rightarrow x)) = I(B(p \rightarrow b_2))$. So assume it is not decided at $x$. Then by splittability, $p \rightarrow b_1$ is transitive at $x$. Similarly, $p \rightarrow b_2$ is transitive at $x$ as well. Therefore $I(B(p \rightarrow b_1)) = I(B(b_1)) \leq_t I(B(b_2)) = I(B(p \rightarrow b_2))$. 

This means that we already have a number of monotone branch evaluations.

**Corollary 4.4.6.** The branch evaluations $B_{sp}$, $B_{KK}$, $B_{st}$, $B_{wf}$, $B_{ex}$, and their duals are monotone.
The second property we introduce is *selectivity*. The defining property of positional strategies is that they always make the same choice. For example, a positional strategy of $T$ always moves the stone to the same rule symbol. Basically, it makes the same choice over and over, no matter how it got there. So to ensure that good positional strategies exist, we want that if always the same choice is made, the strategy does not become worse. So if a choice was made to go from $s_1$ to $s_2$ and later the stone returned back to $s_1$, we need that moving to $s_2$ remains the best choice. Similarly, we want that if a strategy is not positional we can improve it by making it positional.

In order to formally define selective branch evaluations, we need some extra notation. A **finite loop** starting with $x$ is a finite path $p$ starting with $x$ such that every element is defined. If $M$ is a set of loops starting with the same $x$, then $M^*$ denotes the set of (finite) paths obtained by a finite iteration of loops in $M$; $M^\omega$ denotes the set of infinite paths obtained by infinite iterations of loops in $M$.

**Definition 4.4.7.** A branch evaluation $B$ is *selective* with respect to $I$ if for all finite paths $p$, all facts $x \in F_d$, for all sets $M, N$ of finite loops starting with $x$, for all sets $K$ of branches starting with $x$ we have that for all branches $b$ of the form $p(M \cup N)^*K$ or $p(M \cup N)^\omega$ there exist branches $b_*, b^* \in pM^\omega \cup pN^\omega \cup pK$ such that $I(B(b_*)) \leq_t I(B(b)) \leq_t I(B(b^*))$.

One might expect to only see the existence of the branch $b^*$. However, in justification theory we have a partition of positive and negative elements. In branch evaluations that respect negation (all examples so far) we would get the following: $I(B(\sim b)) \geq_t I(B(\sim b^*))$.

Intuitively, selectivity means that the best strategy can be consistent with its choices. This is most easily seen in case $M, N$ and $K$ are singletons. In that case the branch $b$ makes (at most) three different choices for $x$: the one leading to the loop in $M$, the one leading to the loop in $N$ and the one leading to $K$. Selectivity then states that the choice for $x$ can be made consistently, to obtain a branch that is at least as good ($b^*$) and one that is at least as bad ($b_*$).

All the branch evaluations we proved to be consistent so far are selective.

**Proposition 4.4.8.** The branch evaluations $B_{sp}, B_{KK}, B_{st}, B_{wf}$, and their duals are selective.

**Proof.**

$B_{sp}$ We only need to look at the case that $p$ is an empty path because $B_{sp}$ is decided on the second element. So take a branch $b \in (M \cup N)^*K \cup$
\((M \cup N)^\omega\). Since \(B_{sp}(b)\) is the second element of \(b\), the value \(\mathcal{I}(B_{sp}(b))\) is already determined when choosing \(M\), \(N\) or \(K\). This proves that \(B_{sp}\) is selective.

\(B_{KK}\)  Take \(b \in p(M \cup N)^* K \cup p(M \cup N)^\omega\). If \(b\) is infinite, then \(B_{KK}(b) = u\).
If \(K\) contains infinite branches, then for any branch \(b^*\) in \(pK\) it holds that \(\mathcal{I}(B_{KK}(b^*)) = \mathcal{I}(B_{KK}(b))\). If \(K\) does not contain infinite branches, then either \(pM^\omega\) or \(pN^\omega\) is not empty. Therefore, there is a branch \(b^* \in pM^\omega \cup pN^\omega\) such that \(\mathcal{I}(B_{KK}(b^*)) = \mathcal{I}(B_{KK}(b))\).
Assume now that \(b\) is finite. This means that the tail of \(b\) is contained in \(K\). Then by transitivity of \(B_{KK}\), the result follows.

\(B_{wf}\)  Take \(b \in p(M \cup N)^* K \cup p(M \cup N)^\omega\). If \(b\) is finite, then a tail \(b'\) of \(b\) lies in \(K\). This means that \(B_{wf}(b) = B_{wf}(b') = B_{wf}(p \rightarrow b')\) by transitivity. So we can assume that \(b\) is infinite. We can also assume by reasoning like above, that no tail of \(b\) lies in \(K\). This means that \(b \in p(M \cup N)^\omega\). If \(b\) has a tail of equal signs, then there is a loop in either \(M\) or \(N\) with the same sign. Therefore, there is a branch \(b^*\) in either \(pM^\omega\) or \(pN^\omega\) with the same value as \(b\). It rests us now the case that \(B_{wf}(b) = u\). We distinguish three cases.

Case 1  Either \(M\) or \(N\) contains a mixed element. This means that there is an element in \(pM^\omega\) or in \(pN^\omega\) that is mapped to \(u\) under \(B_{wf}\).

Case 2  Every element in \(M\) and \(N\) is completely positive or completely negative. Not all elements in \(M\) and \(N\) can be completely negative, since \(b \in p(M \cup N)^\omega\) and \(B_{wf}(b) = u\). Therefore, there is a positive loop \(q^+\) and a negative loop \(q^-\) in \(M \cup N\). This means that \(f = \mathcal{I}(B_{wf}(p(q^+)^\omega)) \leq_t \mathcal{I}(B_{wf}(b)) \leq_t \mathcal{I}(B_{wf}(p(q^-)^\omega)) = t\).

\(B_{st}\)  Take a branch \(b \in p(M \cup N)^* K \cup p(M \cup N)^\omega\).

Case 1  The branch \(b\) is infinite and every element of \(b\) has the same sign. Then \(b\) has a tail in \(K\), or there are loops in \(M\) or \(N\) with the same sign. Thus we have a branch \(b^* \in pM^\omega \cup pN^\omega \cup pK\) such that \(\mathcal{I}(B_{wf}(b^*)) = \mathcal{I}(B_{wf}(b))\).

Case 2  The branch \(b\) is finite and every element except maybe the last has the same sign. This means that \(b\) has a tail \(b'\) in \(K\) such that \(\mathcal{I}(B_{wf}(b)) = \mathcal{I}(B_{wf}(p \rightarrow b'))\). It holds that \(p \rightarrow b' \in pK\).

Case 3  The branch \(b\) has a first sign switch before the last element. Assume \(y\) is the first sign switch in \(b\). Then either \(y\) is in a loop \(q_M\) in \(M\), a loop \(q_N\) in \(N\), or in a element \(q_K\) of \(K\). In all cases, we get that \(\mathcal{I}(B_{wf}(b)) = \mathcal{I}(y) = \mathcal{I}(B_{wf}(p \rightarrow (q_M \rightarrow)^\omega)) = \mathcal{I}(B_{wf}(p \rightarrow (q_N \rightarrow)^\omega)) = \mathcal{I}(B_{wf}(p \rightarrow q_K))\).
The branch evaluation $B_{\text{ex}}$ from Definition 2.3.19 is not selective. In Example 2.3.20, if we take $M = \{a \rightarrow b\}$, $N = \{a \rightarrow c\}$ and $K = \emptyset$, then every branch in $N^\omega$ and $M^\omega$ is mapped to $f$, while there are branches in $(M \cup N)^\omega$ that are mapped to $u$, e.g., $(a \rightarrow b \rightarrow a \rightarrow c)$.

The following proposition states if $B$ is monotone and selective, then to find an optimal pair of positional strategies, it suffices to find optimal pairs of positional strategies in certain subgames, which breaks our problem down into smaller parts. These subgames are formed by splitting the outgoing edges of an state owned by $T$ into two.

**Proposition 4.4.9.** Let $x \in S_T$ such that $|xE| > 1$. Let $xE = A_1 \cup A_2$ a partition of non-empty sets. Let $E_1 = E \setminus A_2$. Let $E_2 = E \setminus A_1$. Let $G_1$ and $G_2$ be the subgames of $G_{JS, I}$ with the same states as $G_{JS, F}$ and edges $E_1$ respectively $E_2$. If $B$ is monotone and selective and there are positional optimal pairs $(\sigma^*_i, \tau^*_i)$ in the games $G_i$ for $i \in \{1, 2\}$, then there is an optimal pair $(\sigma^*, \tau^*)$ in $G_{JS, I}$ such that $\sigma^*$ is positional.

**Proof.** The proof is heavily based on the proof by Gimbert and Zielonka (2004).

Without loss of generality, we can assume that $u(x, \sigma^*_2, \tau^*_2) \leq u(x, \sigma^*_1, \tau^*_1)$. We prove that $\sigma^* := \sigma^*_1$ is optimal for $T$ in $G$, i.e. there is a $\tau^*$ such that $(\sigma^*_1, \tau^*)$ is optimal. We now construct a strategy $\tau^*$ for $F$ such that for all strategies $\sigma$ in $G$ and all vertices $y$ we have

$$u(y, \sigma, \tau^*) \leq u(y, \sigma^*_1, \tau^*). \tag{4.1}$$

Define a mapping $b : \text{Path}_G \rightarrow \{1, 2\}$. Let $p \in \text{Path}_G$ be a finite path in $G$. Set $b(p) = 1$ if either $p$ does not contain any edge with the source $x$ or the last edge of $p$ with source $x$ belongs to $G_1$ ($A_1$). Set $b(p) = 2$ if the last edge of $p$ with the source $v$ belongs to $G_2$ ($A_2$). Define $\tau^*(p) = \tau^*_i(\text{target}(p))$ if $b(p) = i$.

A finite or infinite path $p$ is called homogeneous if $p$ never visits $x$, or if each edge in $p$ with source $x$ belongs to $E_1$, or if each edge in $p$ with source $x$ belong to $E_2$.

The proof of Eq. (4.1) happens in 4 cases.

Case 1 $y = x$ and the play $p_G(y, \sigma, \tau^*)$ is of the form $p_0p_1 \ldots p_nq$, where $p_i$ are finite non empty homogeneous paths with source $x$ and $q$ is a homogeneous play with source $x$. 
Since \( p \) is consistent with \( \tau^* \) and \( p_i \) are homogeneous, each play \( p_i^\omega \) is either consistent with \( \tau_i^* \) (if \( p_i \) contains only edges of \( G_1 \)) or with \( \tau_2^* \) (if \( p_i \) contains only edges of \( G_2 \)). Assume without loss of generality that \( p_i^\omega \) is consistent with \( \tau_2^* \). This means there is a \( \sigma' \) such that \( p_i^\omega = p_G(x, \sigma', \tau_2^*) \); hence \( u(p_i^\omega) = u(x, \sigma', \tau_2^*) \). By optimality, we get that \( u(p_i^\omega) \leq_t u(x, \sigma_2^*, \tau_2^*) \). By assumption, we have that \( u(p_i^\omega) \leq_t u(x, \sigma_2^*, \tau_2^*) \leq_t u(x, \sigma_1^*, \tau_1^*) \).

In the case that \( p_i^\omega \) is consistent with \( \tau_1^* \), we also get that \( u(p_i^\omega) \leq_t u(x, \sigma_1^*, \tau_1^*) \). Similarly, \( u(q) \leq_t u(x, \sigma_1^*, \tau_1^*) \). By selectivity, we have that \( u(x, \sigma, \tau^*) \) is smaller or equal to some \( u(p_i^\omega) \) or \( u(q) \). Then by the results above, we have that \( u(x, \sigma, \tau^*) \leq_t u(x, \sigma_1^*, \tau_1^*) \).

Case 2 \( y = x \) and the play \( p_G(y, \sigma, \tau^*) \) is of the form \( p_0p_1p_2 \ldots \), where \( p_i \) is homogeneous non-empty path with source \( x \) and \( p_i p_{i+1} \) is not homogeneous.

Let \( M \) be the set of plays \( p_i, p_{i+1} \ldots \) such that \( i_1, i_2, \ldots \) are even. Let \( N \) be the set of plays \( p_i, p_{i+1} \ldots \) such that \( i_1, i_2, \ldots \) are odd. All plays in \( M \) are homogeneous and are either all consistent with \( \tau_1^* \) or all consistent with \( \tau_2^* \). If all plays in \( M \) are all consistent with \( \tau_1^* \), then all plays in \( N \) are all consistent with \( \tau_3^* \). The plays in \( N \) are all homogeneous.

Assume without loss of generality that \( M \) is consistent with \( \tau_2^* \). By optimality of \( \tau_2^* \), we have that \( u(q) \leq_t u(x, \sigma_2^*, \tau_2^*) \leq_t u(x, \sigma_1^*, \tau_1^*) \). By optimality of \( \tau_1^* \), we have that \( u(q) \leq_t u(x, \sigma_1^*, \tau_1^*) \). By selectivity, we know that \( u(x, \sigma, \tau^*) \) is smaller than or equal to \( u(q) \) for some \( q \in M \cup N \). Therefore, \( u(x, \sigma, \tau^*) \leq_t u(x, \sigma_1^*, \tau_1^*) \).

Case 3 \( y \neq x \) and the play \( p := p_G(y, \sigma, \tau^*) \) never passes through \( x \). Let \( \sigma_1 \) be the restriction of \( \sigma \) to \( G_1 \). Then \( p \) is consistent with \( \sigma_1 \) and \( \tau_1^* \) since \( b(q) = 1 \) for any initial segment of \( p \). By optimality of \( \tau_1^* \) we get \( u(p) = u(y, \sigma_1, \tau_1^*) \leq_t u(y, \sigma_1^*, \tau_1^*) \).

Case 4 \( y \neq x \) and the play \( p := p_G(y, \sigma, \tau^*) \) passes at least once the vertex \( x \). We can factorize \( p \) as \( rq \) where \( r \) is the initial segment of \( p \) that does not contain \( x \) and the source of \( q \) is \( x \). Let \( q^* \) be the play \( p_G(x, \sigma_1^*, \tau_1^*) \). Of course \( u(q^*) = u(x, \sigma_1^*, \tau_1^*) \). The play \( q \) is consistent with \( \tau^* \) with source \( x \), and thus by applying case 1 or case 2, we know that \( u(q) \leq_t u(x, \sigma_1^*, \tau_1^*) \). This means that \( u(q) \leq_t u(q^*) \). By monotonicity, we get that \( u(p) = u(rq) \leq_t u(rq^*) \).

The play \( rq^* \) starts in \( y \) and is consistent with \( \tau_1^* \). By optimality of \( \tau_1^* \), we get that \( u(rq^*) \leq_t u(y, \sigma_1^*, \tau_1^*) \). This proves that \( u(p) \leq_t u(y, \sigma_1^*, \tau_1^*) \).

So we have proven that \( u(y, \sigma, \tau^*) \leq_t u(y, \sigma_1^*, \tau_1^*) \) for all \( \sigma \). The play \( p_G(y, \sigma_1^*, \tau^*) \) does not have a transition in \( A_2 \) and thus is in \( G_1 \); hence \( p_G(y, \sigma_1^*, \tau^*) = \).
\[ p_G(y, \sigma_1^*, \tau_1^*). \] So we have proven that \( u(y, \sigma, \tau^*) \leq_t u(y, \sigma^*, \tau^*) \) for all \( \sigma \). This is the left-hand side of the optimality equation.

Take a general strategy \( \tau \). Let \( \tau_1 \) be the restriction of \( \tau \) to \( G_1 \). Since the play \( p_G(y, \sigma^*, \tau) \) does not have a transition in \( A_2 \) since \( \sigma^* = \sigma_1^* \), we have that this play is in \( G_1 \). Therefore, \( u(y, \sigma^*, \tau) = u(y, \sigma_1^*, \tau_1) \). Now, by optimality of \( (\sigma_1^*, \tau_1^*) \) we have that \( u(y, \sigma_1^*, \tau_1^*) \leq_t u(y, \sigma_1^*, \tau_1) \), which shows that \( u(y, \sigma^*, \tau^*) \leq_t u(y, \sigma^*, \tau) \). This concludes the proof that \( (\sigma^*, \tau^*) \) is an optimal pair of strategies, where \( \sigma^* \) is positional. \( \Box \)

Completely analogous to Proposition 4.4.9 for outgoing edges of a state owned by \( F \) holds as well.

**Proposition 4.4.10.** Let \( x \in S_F \) such that \( |x E| > 1 \). Let \( x E = A_1 \cup A_2 \) a partition of non-empty sets. Let \( E_1 = E \setminus A_2 \) Let \( E_2 = E \setminus A_1 \). Let \( G_1 \) and \( G_2 \) be the subgames of \( G_{JS,I} \) with the same states as \( G_{JF} \) and edges \( E_1 \) respectively \( E_2 \). If \( B \) is monotone and selective and there are positional optimal pairs \( (\sigma_i^*, \tau_i^*) \) in the games \( G_i \) for \( i \in \{1, 2\} \), then there is an optimal pair \( (\sigma^*, \tau^*) \) in \( G_{JS,I} \) such that \( \tau^* \) is positional.

These two results can then be used to prove that the game \( G_{JS,I} \) has an optimal pair of positional strategies if \( B \) is monotone and selective. If every state owned by \( T \) has at most one outgoing transition, then there is only one strategy \( \sigma \) for \( T \). This strategy is positional and there is a general strategy \( \tau \) for \( F \) such that \( (\sigma, \tau) \) is optimal. So we can assume there is a state \( x \in S_T \) with more than one outgoing transition. If we take a partition \( \{A_1, A_2\} \) of non-empty sets of \( x E \), then we can form the game graphs \( G_1 \) and \( G_2 \) with the states of the original graph and \( E \setminus A_2 \) respectively \( E \setminus A_1 \) for the edges. Using the preference relation of the original game, we get two smaller games \( G_1 \) and \( G_2 \). Assume by induction that \( G_i \) has an optimal pair \( (\sigma_i^*, \tau_i^*) \) of positional strategies for each \( i \in \{1, 2\} \). Without loss of generality, we have that \( u(x, \sigma_2^*, \tau_2^*) \leq_t u(x, \sigma_1^*, \tau_1^*) \).

It turns out that if \( B \) is monotone and selective, then \( \sigma_1^* \) is also an optimal strategy for the original game, meaning that there is a general strategy \( \tau \) for \( F \) such that \( (\sigma_1^*, \tau) \) is an optimal pair of strategies. Therefore, if the game is finite, we can perform finite induction to obtain that there exists a positional strategy \( \sigma^* \) for \( T \) and a general strategy \( \tau \) for \( F \) such that \( (\sigma^*, \tau) \) is optimal. By a similar reasoning, there is a positional strategy \( \tau^* \) for \( F \) and a general strategy \( \sigma \) for \( T \) such that \( (\sigma, \tau^*) \) is optimal. This means that \( (\sigma^*, \tau^*) \) is also an optimal pair, and both strategies are positional. This paragraph essentially sketched the proof of the following theorem.

**Theorem 4.4.11.** If \( G_{JS,I} \) is finite (a finite amount of edges) and \( B \) is monotone and selective, then there is a positional optimal pair.
Proof. We prove this by induction on the number edges. As base case we have games where every state has at most one outgoing edge. Because then every pair of strategies for T and F is optimal and positional. So assume now by induction that every subgame with fewer edges has an optimal pair of positional strategies. If every state owned by T has at most one outgoing edge, then there is only one strategy $\sigma^*$ for T. This strategy is positional and there exists a general strategy $\tau$ such that $(\sigma^*, \tau)$ is optimal. If there is a state $x$ owned by T such that $|xE| > 1$, then by using the induction assumption and Proposition 4.4.9 there exist a positional strategy $\sigma^*$ and a general strategy $\tau$ such that $(\sigma^*, \tau)$ is optimal.

A similar reasoning can be done using Proposition 4.4.10, to get a general strategy $\sigma$ and a positional strategy $\tau^*$ such that $(\sigma, \tau^*)$ is optimal. Therefore, also $(\sigma^*, \tau^*)$ is optimal, which concludes the proof.

Corollary 4.4.12. If $\mathcal{JS}$ is finite (F finite) and $\mathcal{B}$ is monotone and selective, then $\mathcal{JS}$ is graph-like consistent, tree-like consistent and graph-reducible.

Proof. The underlying justification frame is equivalent to a justification frame fixed under complementation. This frame is also finite. Then the result follows from Theorem 4.4.11 and Corollaries 4.4.3 and 2.4.7.

These results do not immediately prove for some known branch evaluation to be graph-like consistent as we already proved that $\mathcal{B}_{sp}$, $\mathcal{B}_{KK}$, $\mathcal{B}_{st}$, $\mathcal{B}_{wf}$, and their duals are consistent and graph-reducible. However, when new branch evaluations arise, it can be an easy check to see if they behave correctly in a finite setting. For practical problems, the finiteness requirement does not pose any problem.\footnote{Finitists would even consider both of our research questions solved}

\section{4.5 Infinite Games}

In this section we take a different look at the existence of optimal pairs, but limit ourselves to general optimal pairs. Let us first provide a different characterisation of optimal pairs.

Lemma 4.5.1. A pair $(\sigma^*, \tau^*)$ of general strategies is optimal if and only if $\max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau^*) = u(x, \sigma^*, \tau^*) = \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma^*, \tau)$.
Proof. This follows directly by noting that \((\sigma^*, \tau^*)\) is an optimal pair if and only if \(u(x, \sigma, \tau^*) \leq_t u(x, \sigma^*, \tau^*) \leq_t u(x, \sigma^*, \tau)\) for all strategies \(\sigma\) and \(\tau\) for \(T\) and \(F\).

Let us now introduce Gale-Stewart games (Gale and Stewart, 1953) as done by Martin (1975).

**Definition 4.5.2.** Let \(A\) be a set and \(Y\) a set of finite sequences in \(A\) such that every initial segment (including the empty one) of an element of \(Y\) belongs to \(Y\). Let \(\mathcal{Y}(Y)\) be the collection of infinite sequences all of whose finite initial segments belong to \(Y\). For each \(P \subseteq \mathcal{Y}(Y)\) we define a two-player game \(G^P_Y\). Two players, I and II, take turns by choosing an \(a \in A\) such that all time, the elements chosen form a sequence in \(Y\). This determines a sequence \(s\) in \(\mathcal{Y}(Y)\). If \(s \in P\), then player I wins, otherwise player II wins (there are no draws). The set \(P\) is called the payoff set.

Compared to the games associated with justification systems, Gale-Stewart games do not allow for a finite plays. However, this restriction can be alleviated, which we will discuss in a moment.

Since Gale-Stewart games are two-valued, it is customary to talk about winning strategies. A winning strategy for a player is a function that dictates which element from \(A\) the player has to choose at each point in the game in order to always win. That is, no matter what the other player does, the strategy guarantees the player to win.

**Definition 4.5.3.** A Gale-Stewart game \(G^P_Y\) is determined if some player has a winning strategy. In that case \(P\) is also said to be determined.

A famous result by Martin (1975, 1985) provides a condition for a payoff set to be determined. In order to be able to state this result, we need to introduce some terminology. We can endow the set \(\mathcal{Y}(Y)\) with a topology\(^3\).

**Definition 4.5.4.** A subset of \(\mathcal{Y}(Y)\) is a basic open set if it is of the form \(\{s \mid s \in \mathcal{Y}(Y) : p\text{ is an initial segment of } s\}\). An open set in \(\mathcal{Y}(Y)\) is an arbitrary union of basic open sets in \(\mathcal{Y}(Y)\).

The set of Borel sets of \(\mathcal{Y}(Y)\) is the smallest set containing open sets of \(\mathcal{Y}(Y)\) that is closed under

- complement (with respect to \(\mathcal{Y}(Y)\));

\(^3\)If we let \(A\) have the discrete topology, then the topology \(\mathcal{Y}(Y)\) is the subset topology of \(A^\omega\) with the product topology.
• countable unions.

Theorem 4.5.5 (Borel determinacy (Martin, 1975, 1985)). If \( P \) is Borel in \( \mathcal{G}(Y) \), then \( \mathcal{G}_Y^P \) is determined.

This is the strongest determinacy result for Gale-Stewart games that is provable in Zermelo–Fraenkel set theory with the axiom of Choice (ZFC) since the determinacy of the next higher Wadge class is not provable in ZFC (Kechris et al., 2012).

To be able to use these results, we need to transform our games to Gale-Stewart games. However, since our games are three-valued, we will need more than one Gale-Stewart game to capture our games. Let us first bring the notion of determinacy to our games.

Definition 4.5.6. A game \( \mathcal{G}_{\mathcal{JS},I} \) is determined in \( x \) by \( A \subseteq L \) if one of the following holds:

• There is a \( \sigma^* \in \mathcal{S}_g(T) \) such that for all \( \tau \in \mathcal{S}_g(F) \) we have that \( u(x, \sigma^*, \tau) \in A \).

• There is a \( \tau^* \in \mathcal{S}_g(F) \) such that for all \( \sigma \in \mathcal{S}_g(T) \) we have that \( u(x, \sigma, \tau^*) \notin A \).

Remark 4.5.7. At most one of the two sentences hold. ▲

The notion of determinacy allows us to look at our games as a pair of two-valued games.

Proposition 4.5.8. If \( \mathcal{G}_{\mathcal{JS},I} \) is determined in \( x \) by \( \{ t \} \) and \( \{ t, u \} \), then there is an optimal pair of general strategies.

Proof. Assume first there is a \( \sigma^* \in \mathcal{S}_g(T) \) such that for all \( \tau \in \mathcal{S}_g(F) \) we have that \( u(x, \sigma^*, \tau) = t \). This means that \( \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma^*, \tau) = t \). Now for any \( \tau \in \mathcal{S}_g(F) \) we have that \( t = u(x, \sigma^*, \tau) \leq \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau) \). Therefore, \( \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau) = t \). By Lemma 4.5.1, \( (\sigma^*, \tau) \) is optimal.

Assume now that there is a \( \tau^* \in \mathcal{S}_g(F) \) such that for all \( \sigma \in \mathcal{S}_g(T) \) we have that \( u(x, \sigma, \tau^*) = f \) (\( \notin \{ t, u \} \)). This means that \( \max_{\sigma \in \mathcal{S}_g(T)} u(x, \sigma, \tau^*) = f \). For any \( \sigma \in \mathcal{S}_g(T) \), we have that \( f = u(x, \sigma, \tau^*) \geq \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma, \tau) \). Therefore, \( \min_{\tau \in \mathcal{S}_g(F)} u(x, \sigma, \tau) = f \). By Lemma 4.5.1, \( (\sigma, \tau^*) \) is optimal.

There is only one case left: there is a \( \tau^* \in \mathcal{S}_g(F) \) such that for all \( \sigma \in \mathcal{S}_g(T) \) it holds that \( u(x, \sigma, \tau^*) \neq t \) and there is a \( \sigma^* \in \mathcal{S}_g(T) \) such that for all \( \tau \in \mathcal{S}_g(F) \) it holds that \( u(x, \sigma^*, \tau) \neq f \). We prove that \( (\sigma^*, \tau^*) \) is an
optimal pair. We know that \( \max_{\sigma \in G(T)} u(x, \sigma, \tau^*) < t \) because max is a maximum. Likewise, \( \min_{\tau \in G(F)} u(x, \sigma^*, \tau) > t \) because min is a minimum. Since \( f \neq u(x, \sigma^*, \tau^*) \neq t \), we have that \( u(x, \sigma^*, \tau^*) = u \). We also have that \( f < t \) \( \min_{\tau \in G(F)} u(x, \sigma^*, \tau) \leq t \) \( u(x, \sigma, \tau^*) \leq t \); hence \( \min_{\tau \in G(F)} u(x, \sigma^*, \tau) = \max_{\sigma \in G(T)} u(x, \sigma, \tau^*) = u(x, \sigma^*, \tau^*) = u \). By Lemma 4.5.1, the proof is concluded.

Our plan is thus to prove that our games are determined by \( \{t\} \) and \( \{t, u\} \). We do this by mapping our games to Gale-Stewart games. The games associated with a justification system alternate between two players \( T \) and \( F \). Therefore, I is \( T \) and II is \( F \). Take \( Y' = \text{Path}_{G(JF)} \). Let \( Y \) be \( Y' \) where we added paths that repeat the last open fact a finite number of times. There is a one-to-one correspondence between elements in \( G(Y) \) starting with \( x \) and plays in \( G(JF) \) starting with \( x \). This constructs a Gale-Stewart game \( X_{JS,I} \) corresponding to \( JS \) and \( I \). This game is equivalent to \( G(JS,I) \).

**Proposition 4.5.9.** The game \( G_{JS,I} \) is determined in \( x \) by \( A \subseteq L \) if and only if \( \{b | B(b) \in A\} \) is determined in \( G(Y) \).

**Proof.** Winning strategies can easily be transferred from one game to the other.

We can also put a similar topology on the set of branches that follow the structure of \( JF \). This allows us to state the following proposition.

**Proposition 4.5.10.** If the sets \( \{b | I(B(b)) = t\} \) and \( \{b | I(B(b)) \neq f\} \) are Borel, then there is a optimal pair of strategies.

**Corollary 4.5.11.** If the sets \( \{b | I(B(b)) = t\} \) and \( \{b | I(B(b)) \neq f\} \) are Borel, then \( JS \) is tree-like consistent.

**Corollary 4.5.12.** If the sets \( \{b | b \text{ is nowhere decided}, I(B(b)) = t\} \) and \( \{b | b \text{ is nowhere decided}, I(B(b)) \neq f\} \) are Borel, then \( JS \) is tree-like consistent.

**Proof.** For each decided path \( p \) with \( I(B(p)) = t \), the set of branches starting with \( p \) is an basic open set. Therefore, the set

\[ \{b | b \text{ is somewhere decided and } I(B(b)) = t\} \]

is an open set. Therefore, the set of branches that have value \( t \) is a Borel set since it is the union of two Borel sets. A similar reasoning can be made for \( \neq f \).
4.6 Conclusion

In this chapter, we studied the relation between justification theory and game theory to answer both of our research problems: consistency and graph-reducibility. All of our work was developed in a general setting except for one (crucial) result: in order to prove the existence of an optimal pair of positional strategies, we assumed, following game theory tradition, finiteness. This means for instance that while our results can be applied directly to finite ground logic programs, they are not directly applicable to non-ground programs with an infinite grounding.

Hence, the most obvious direction for future work is generalizing this theorem to the infinite case, thereby possibly extending the definition of selectivity. For inspiration to achieve such result, we think that game theory can again provide valuable directions. At the end of this chapter we have established the relation between our games and Gale-Stewart games (Gale and Stewart, 1953; Soare, 2016). Using the Borel-determinacy result (Martin, 1975, 1985), we have a potential way to prove tree-like consistency. However, for graph-like consistency this result will not help, as strategies considered in Gale-Stewart games have perfect information. There have been results on memoryless determinacy of parity games (Emerson and Jutla, 1991; Roux, 2019; Zielonka, 1998) and of \( \omega \)-automata (Jutla, 1997). Some work capturing parity games with justification theory has already been done by Lapauw et al. (2020, 2021). Therefore, future work could try to generalise this results to our type of games. Another possibility is to find a condition on the branch evaluation for which the justification game is equivalent to a parity game.

Several earlier papers have already established connections between logic programming and games to study properties of logic programs. One of the earliest results is by van Emden (1986), in which a probabilistic version of logic programming is worked out whose proof theory is described using a two-person game. In 1995, Blair (1995) presented a family of simple two-player games, where the players are represented as almost independent logic programs. This allowed for complexity results to transfer from game theory to logic programming. Later on, a game semantics was developed by Cosmo et al. (1998) where to each logic program a simple game is associated in which one player tries to prove the goal, while the opponent tries to disprove it. Loddo and Cosmo (2000) then showed that the alpha-beta algorithm can also be applied to constraint logic programming. So far, these results only consider positive logic programs. Vos and Vermeir (1999, 2001) showed that stable models of choice programs correspond to Nash equilibria of strategic games. Galanaki et al. (2008) presented a game semantics for well-founded negation. Galanaki et al. (2013, 2017) developed a game semantics for non-monotonic intensional...
logic programming. Tsouanas (2013) made a game semantics for disjunctive logic programming.

By establishing a bridge between game theory and justification theory, we developed a mechanism to transfer game-theoretic results to all application domains of justification theory. Furthermore, by using justification theory, the translation immediately works for all common semantics of logic programs. Indeed, the branch evaluation, which determines the semantics, is only used for determining the resulting preference relation. While we used our results here to get results on consistency and coincidence of graph-like and tree-like justifications, the full impact of this connection still remains to be explored.
Chapter 5

Embedding Justification Theory in Approximation Fixpoint Theory

5.1 Introduction

In the introduction and the second chapter, we have seen that justification theory is a versatile semantic framework. However, justification theory is not the only unifying framework for non-monotonic logics. Another framework, invented by Denecker, Marek, and Truszczyński (2000), is Approximation Fixpoint Theory (AFT). In this chapter, we take a look at how justification theory can fit into this framework. In contrast to justification theory, AFT is mainly focused on completion, Kripke-Kleene, stable, and well-founded semantics. Therefore, in most of this chapters, we are focussed on on these semantics. We will show that justification theory for these semantics can be embedded into approximation fixpoint theory. Consequentially, we bring ultimate semantics, a concept from AFT, to justification theory. This is done in such a way, that is actually applicable to any conceivable justification semantics.

The text of this chapter is solely based on (Marynissen et al., 2021). Full proofs are added, plus additional results for $B_{est}$ and $B_{cwf}$ are added as well.

1Groundedness is another important category in AFT.
5.1.1 Approximation Fixpoint Theory

In the 1980s and 90s, the area of Non-Monotonic Reasoning (NMR) saw fierce debates about formal semantics. In several subareas, researchers sought to formalise common-sense intuitions about knowledge of introspective agents. In these areas, appeals to similar intuitions were made, resulting in the development of similar mathematical concepts. Despite the obvious similarity, the precise relation between these concepts remained elusive. AFT was founded in the early 2000s by Denecker, Marek, and Truszczyński (2000) as a way of unifying semantics that emerged in these different subareas. The main contribution of AFT was to demonstrate that, by moving to an algebraic setting, the common principles behind these concepts can be isolated and studied in a general way. This breakthrough allowed results that were achieved in the context of one of these languages to be easily transferred to another. In the early stages, AFT was applied to default logic (Reiter, 1980), auto-epistemic logic (Moore, 1985), and logic programming (Denecker et al., 2000, 2003; van Emden and Kowalski, 1976). In recent years, interest in AFT has gradually increased, with applications in various other domains, encompassing abstract argumentation (Strass, 2013), extensions to deal with inconsistencies (Bi et al., 2014), higher-order logic programs (Charalambidis et al., 2018), and active integrity constraints (Bogaerts and Cruz-Filipe, 2018).

The foundations of AFT lie in Tarski’s fixpoint theory of monotone operators on a complete lattice (Tarski, 1955). AFT demonstrates that by moving from the original lattice $L$ to the bilattice $L^2$, Tarski’s theory can be generalised into a fixpoint theory for arbitrary (i.e., also non-monotone) operators. Crucially, all that is required to apply AFT to a formalism and obtain several semantics is to define an appropriate approximating operator $L^2 \to L^2$ on the bilattice; the algebraic theory of AFT then takes care of the rest. For instance, to characterise the major logic programming semantics using AFT, it suffices to define Fitting’s four-valued immediate consequence operator (Fitting, 2002). The (partial) stable fixpoints of that operator (as defined by AFT) are exactly the partial stable models of the original program; the well-founded fixpoint of the operator is the well-founded model of the program, etc.

5.1.2 Correspondence

AFT and justification theory were designed with similar intentions in mind, namely to unify different (mainly non-monotonic) logics. One major difference between them is that justification theory is defined logically while AFT is defined purely algebraically. This makes justification frameworks less abstract and easier to grasp, but also in a certain sense less general, as demonstrated by
the fact that logics such as autoepistemic logic have no justification semantics (yet). On the other hand, justification theory has a larger freedom to define semantics by providing a branch evaluation, as well as the notion of nesting (see Chapter 6) to integrate the semantics of nested least and nested greatest fixpoint definitions.

Despite the differences, certain correspondences between the theories show up: several definitions in justification frameworks seem to have an algebraical counterpart in AFT. This is evident from the fact that many results on justifications are formulated in terms of fixpoints of the support operator (see Definition 2.2.23) that happens, for the case of logic programming, to coincide with (Fitting’s three-valued version (Fitting, 2002) of) the immediate consequence operator for logic programs (see Section 2.7.1). Of course, now the question naturally arises whether this correspondence can be made formal, i.e., whether it can formally be shown that semantics induced by justification theory will always coincide with their equally-named counterpart in AFT.

### Correspondence between AFT and Justification Theory

How are AFT and justification theory related? Is the support operator in justification theory a (consistent) approximator in AFT.

If we can answer this question, then it will allow us to translate results between the two theories. Formalising this correspondence is the key contribution of this chapter.

## 5.2 Approximation Fixpoint Theory

Given a complete lattice \( \langle L, \leq \rangle \), AFT Denecker et al. (2000) uses the bilattice \( L^2 = L \times L \). We define projection functions as usual: \((x, y)_1 = x\) and \((x, y)_2 = y\). Pairs \((x, y) \in L^2\) are used to approximate elements in the interval \([x, y] = \{ z \mid x \leq z \leq y \}\). We call \((x, y) \in L^2\) consistent if \(x \leq y\); i.e., if \([x, y]\) is not empty. The set of consistent elements is denoted \(L^c\). Pairs \((x, x)\) are called exact since they approximate only the element \(x\). The precision order \(\leq_p\) on \(L^2\) is defined as \((x, y) \leq_p (u, v)\) if \(x \leq u\) and \(y \geq v\). If \((u, v)\) is consistent, this means that \([u, v] \subseteq [x, y]\). If \(\langle L, \leq \rangle\) is a complete lattice, then so is \(\langle L^2, \leq_p \rangle\). AFT studies fixpoints of operators \(O: L \to L\) through operators approximating \(O\). An operator \(A: L^2 \to L^2\) is an approximator of \(O\) if it is \(\leq_p\)-monotone and has the property that \(A(x, x) = (O(x), O(x))\) for all \(x \in L\). Approximators are internal in \(L^c\) (i.e., map \(L^c\) into \(L^c\)). We often restrict our attention to symmetric approximators: approximators \(A\) such that, for all \(x\)
and \( y, A(x, y)_1 = A(y, x)_2 \). Denecker et al. (2004) showed that the consistent fixpoints of interest of a symmetric approximator are uniquely determined by an approximator’s restriction to \( L^c \) and hence, that it usually suffices to define approximators on \( L^c \). Such a restriction is called a consistent approximator. As mentioned before, AFT studies fixpoints of \( O \) using fixpoints of \( A \). The main type of fixpoints that concern us are given here.

- A **partial supported fixpoint** of \( A \) is a fixpoint of \( A \).
- The **Kripke-Kleene fixpoint** of \( A \) is the \( \leq p \)-least fixpoint of \( A \); it approximates all fixpoints of \( A \).
- A **partial stable fixpoint** of \( A \) is a pair \((x, y)\) such that \( x = \text{lfp}(A(\cdot, y)_1) \) and \( y = \text{lfp}(A(x, \cdot)_2) \), where \( A(\cdot, y)_1 \) denotes the function \( L \to L : z \mapsto A(z, y)_1 \) and analogously \( A(x, \cdot)_2 \) stands for \( L \to L : z \mapsto A(x, z)_2 \).
- The **well-founded fixpoint** of \( A \) is the least precise partial stable fixpoint of \( A \).

Other type of fixpoints do exist, such as grounded fixpoints Bogaerts et al. (2015a), but we do not consider them. We add two new type of fixpoints for our purposes

- A **partial co-stable fixpoint** of \( A \) is a pair \((x, y)\) such that \( x = \text{gfp}(A(\cdot, y)_1) \) and \( y = \text{gfp}(A(x, \cdot)_2) \).
- The **co-well-founded fixpoint** of \( A \) is the least precise partial co-stable fixpoint of \( A \).

### 5.3 The Embedding

We now turn our attention to the main topic of this chapter, namely, a formal proof of the correspondence between justification theory and AFT. We start by showing how to obtain an approximator out of a justification frame.

#### 5.3.1 The Approximator

Let \( JF = (F, F_d, R) \) be a justification frame, fixed throughout this section. Our first goal is to define, from a given justification frame, an approximator on a suitable lattice. Following the correspondence with how this is done
in logic programming, we will take as lattice the set of exact interpretations (interpretations that map no facts to \textbf{u} except for \textbf{u} itself). It is easy to see that such interpretations correspond directly to subsets of \( F_+ \). In other words, we will use the lattice \( \langle L = 2^{F_+}, \subseteq \rangle \). Now, the set \( L^c \) is isomorphic to the set of three-valued interpretations of \( F \); under this isomorphism, a consistent pair \( (I, J) \in L^c \) corresponds to the three-valued interpretation \( I \) such that for positive facts \( x \in F_+ \), \( I(x) = \text{t} \) if \( x \in I \), \( I(x) = \text{f} \) if \( x \notin J \), and \( I(x) = \text{u} \) otherwise.

**Definition 5.3.1.** The operator \( O_{\mathcal{J}F} : L \rightarrow L \) of \( \mathcal{J}F \) maps a subset \( I \) of \( F_+ \) to
\[
O_{\mathcal{J}F}(I) = \{ x \in F_+ | \exists x \leftarrow A \in R: \forall a \in A: (I, I)(a) = \text{t} \}.
\]
The approximator \( A_{\mathcal{J}F} \) of \( \mathcal{J}F \) is defined as follows
\[
A_{\mathcal{J}F}(I)_1 = \{ x \in F_+ | \exists x \leftarrow A \in R: \forall a \in A: I(a) = \text{t} \};
\]
\[
A_{\mathcal{J}F}(I)_2 = \{ x \in F_+ | \exists x \leftarrow A \in R: \forall a \in A: I(a) \geq \text{t} \text{u} \}.
\]

**Proposition 5.3.2.** If no rule body in \( \mathcal{J}F \) contains \textbf{u}, then \( A_{\mathcal{J}F} \) is a consistent approximator of \( O_{\mathcal{J}F} \).

**Proof.** It is clear that \( A_{\mathcal{J}F} \) coincides with \( O_{\mathcal{J}F} \) on exact interpretations. It suffices to prove that \( A_{\mathcal{J}F}(I)(x) \neq \text{u} \) if \( I \) is exact. This follows directly from the fact that no rule body in \( \mathcal{J}F \) contains \textbf{u}.

The requirement that rule bodies cannot contain \textbf{u} is an immediate consequence of the fact that approximators in AFT ought to be symmetric. Quoting Denecker et al. (2004, page 14)

"While it is possible to develop a generalisation of the theory presented in this paper without the symmetry assumption, we chose to adopt it because the motivating examples, that is, operators occurring in knowledge representation, are symmetric."

Similarly, we are not aware of practical examples with bodies containing \textbf{u} in unnested justification systems.\(^2\) However, in nested systems, as we will see in Chapter 6, bodies containing \textbf{u} can occur quite easily due to the construction of the compression (Definition 6.2.17). No proof, except for Proposition 5.3.2, in this chapter makes use of the fact that \textbf{u} does not appear in bodies of rules. This means that once consistent AFT is worked out for asymmetric operators, we

\(^2\)You and Yuan (1990) argue that \textbf{u} itself is needed only for a very special type of logic programs.
can remove this restriction. For this chapter, we assume that every justification frame does not have \( u \) in a rule body. It turns out that in case our justification frame is complementary, the approximator is the same as the support operator of \( B_{sp} \).

**Lemma 5.3.3.** For a complementary justification frame \( JF \), the function \( A_{JF} \) and the support operator \( S_{JF}^{B_{sp}} \) are equal.

*Proof.* Take an interpretation \( I \). For any \( x \in F_+ \), it is obvious that \( A_{JF}(I)(x) = S_{JF}^{B_{sp}}(I)(x) \). Take \( x \in F_- \). We have that \( A_{JF}(I)(x) = \sim A_{JF}(I)(\sim x) = \sim S_{JF}^{B_{sp}}(I)(\sim x) = S_{JF}^{B_{sp}}(I)(x) \), where the last step is by the consistency of \( B_{sp} \) (Theorem 3.2.6).

### 5.3.2 Semantic Correspondence

The central result of this section is the following theorem, which essentially states that for all major semantics, the branch evaluation in justification theory corresponds to the definitions of AFT.

**Theorem 5.3.4.** Take a complementary justification frame \( JF \). If the interpretation of the open facts is fixed, then the following results hold.

- The partial supported fixpoints of \( A_{JF} \) are exactly the \( B_{sp} \)-models of \( JF \).
- The Kripke-Kleene fixpoint of \( A_{JF} \) is the unique \( B_{KK} \)-model of \( JF \).
- The partial stable fixpoints of \( A_{JF} \) are exactly the \( B_{st} \)-models of \( JF \).
- The well-founded fixpoint of \( A_{JF} \) is the unique \( B_{wf} \)-model of \( JF \).
- The partial co-stable fixpoints of \( A_{JF} \) are exactly the \( B_{cst} \)-models of \( JF \).
- The co-well-founded fixpoint of \( A_{JF} \) is the unique \( B_{cwf} \)-model of \( JF \).

These points are proven independently; the first follows directly from our observation that \( A_{JF} \) and \( S_{JF}^{B_{sp}} \) are in fact the same operator.

**Proposition 5.3.5.** The partial supported fixpoints of \( A_{JF} \) are exactly the supported models of \( JF \).

*Proof.* Follows directly from Lemma 5.3.3. □
Given the correspondence between supported semantics, the result for Kripke-Kleene semantics follows quite easily.

**Proposition 5.3.6.** The Kripke-Kleene fixpoint of $A_{\mathcal{JF}}$ is equal to the unique $\mathcal{B}_{\text{KK}}$-model of $\mathcal{JF}$.

**Proof.** Let $\mathcal{I}_{\mathcal{B}_{\text{KK}}}$ be the unique $\mathcal{B}_{\text{KK}}$-model of $\mathcal{JF}$. By Propositions 3.5.1 and 3.4.7, it suffices to prove that $\mathcal{I}_{\mathcal{B}_{\text{KK}}}$ is the least precise fixpoint of $A_{\mathcal{JF}}$.

Assume there is a fixpoint $\mathcal{I}$ of $A_{\mathcal{JF}}$ such that $\mathcal{I}_{\mathcal{B}_{\text{KK}}} \not\leq p \mathcal{I}$. This means there exists an $x \in \mathcal{F}_d$ such that $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) \not\leq p \mathcal{I}(x)$. There are exactly four cases

1. $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) = t$ and $\mathcal{I}(x) = f$;
2. $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) = f$ and $\mathcal{I}(x) = t$;
3. $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) = f$ and $\mathcal{I}(x) = u$;
4. $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) = t$ and $\mathcal{I}(x) = u$.

A fact $x$ satisfies the first case if and only if $\sim x$ satisfies the second case. The same holds for the third and fourth case. Therefore, it suffices to look at the following two cases:

1. $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) = f$ and $\mathcal{I}(x) = t$;
2. $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) = f$ and $\mathcal{I}(x) = u$.

In both cases, we have that $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(x) = f$; hence every justification $J$ with $x$ as internal node has a finite branch starting with $x$ mapped to an open fact $y$ with $\mathcal{I}_{\mathcal{B}_{\text{KK}}}(y) = \mathcal{I}(y) = f$. Therefore, $\mathcal{I}(x) = \text{SV}_{\mathcal{B}_{\text{st}}}(x, \mathcal{I}) = f$, contradicting both cases; hence $\mathcal{I}_{\mathcal{B}_{\text{KK}}} \leq p \mathcal{I}$, proving that $\mathcal{I}_{\mathcal{B}_{\text{KK}}}$ is the least precise fixpoint of $A_{\mathcal{JF}}$. \qed

The proof of the third point of Theorem 5.3.4 is split in two parts, proven separately in the following propositions.

**Proposition 5.3.7.** Each $\mathcal{B}_{\text{st}}$-model of $\mathcal{JF}$ is a partial stable fixpoint of $A_{\mathcal{JF}}$.

**Proof.** Let $\mathcal{I} = (I_1, I_2)$ be a $\mathcal{B}_{\text{st}}$-model of $\mathcal{JF}$. We prove that $\text{lfp}(A_{\mathcal{JF}}(\cdot, I_2)) = I_1$ and that $\text{lfp}(A_{\mathcal{JF}}(I_1, \cdot)) = I_2$. By Proposition 3.5.3, it holds that $A_{\mathcal{JF}}(\mathcal{I}) = \text{S}_{\mathcal{JF}}^{\mathcal{B}_{\text{st}}}(\mathcal{I}) = \mathcal{I}$. Therefore, we have that $A_{\mathcal{JF}}(I_1, I_2) = I_1$ and $A_{\mathcal{JF}}(I_1, I_2) = I_2$. Take $I'_1 \subsetneq I_1$ and assume by contradiction that $A_{\mathcal{JF}}(I'_1, I_2) = I'_1$. Define $\mathcal{I}' = (I'_1, I_2)$. Therefore, $\mathcal{I}' < p \mathcal{I}$ and $\mathcal{I}(x) = t$ and $\mathcal{I}'(x) = u$ for all $x \in I_1 \setminus I'_1$. \qed
By Theorem 2.6.20 and splittability of $B_{st}$, there is a justification $J$ so that $\text{val}_{B_{st}}(J, x, I) = \text{SV}_{B_{st}}(x, I) = I(x)$ for all $x \in F_{d}$. Define the partial order $\preceq_J$ on $I_1$: $y \preceq_J x$ if $y$ is reachable in $J$ from $x$ through positive facts. Since $J$ does not contain infinite positive branches starting in a fact $x \in I_1$, we have that $\preceq_J$ does not have infinitely descending chains; hence $\preceq_J$ is well-founded. The set $I_1 \setminus I'_1$ is not empty, hence has a minimal element $x$ with respect to $\preceq_J$. Take a child $y$ of $x$ in $J$. We prove that $I'(y) = t$. If $y$ is open, then $t = I(x) = \text{val}_{B_{st}}(J, x, I) \preceq_J I(y) = I'(y)$. If $y$ has a different sign than $x$, then $t = I(x) = \text{val}_{B_{st}}(J, x, I) \preceq_J I(y)$. This means that $\sim y \notin I_2$ since $y \in F_{-}$; hence $I'(y) = t$. If $y$ has the same sign as $x$, then $t = I(x) = \text{val}_{B_{st}}(J, x, I) \preceq_J \text{val}_{B_{st}}(J, y, I) = I(y)$. Therefore, $y \in I_1$, which implies that $y \not\prec_J x$. This means that $y \not\in I'_1$. We can conclude that $y \in I'_1$; hence $I'(y) = t$. This shows that $\text{val}_{B_{sp}}(J, x, I') = t$, hence $\text{SV}_{B_{sp}}(x, I') = t$. This implies that $x \in A_{\mathcal{JF}}(I'_1, I_2)_1 = I'_1$, which contradicts that $x \not\in I'_1$; hence $I_1 = \text{lfp}(A_{\mathcal{JF}}(\cdot, I_2)_1)$.

Take $I_1 \subseteq I'_2 \subseteq I_2$ and assume by contradiction that $A_{\mathcal{JF}}(I'_1, I'_2)_2 = I'_2$. Define $I'' = (I_1, I'_2)$. Therefore, $I <_p I''$ and $I(x) = u$ and $I''(x) = f$ for all $x \in I_2 \setminus I'_2$.

Define the partial order $\preceq_{I''}$ on $I_2$ the same as before. This order is also well-founded for a similar reason. The set $I_2 \setminus I'_2$ is not empty, hence has a minimal element $x$ with respect to $\preceq_{I''}$. Take a child $y$ of $x$ in $J$. We prove that $I''(y) \succeq u$. If $y$ is open, then $u = I(x) = \text{val}_{B_{st}}(J, x, I) \preceq_{I''} I(y) = I''(y)$. If $y$ has a different sign as $x$, then $u = I(x) = \text{val}_{B_{st}}(J, x, I) \preceq_{I''} \text{val}_{B_{st}}(J, y, I) = I(y)$. This means that $\sim y \notin I_2$ or $\sim y \notin I'_2$. Therefore, $\sim y \notin I_2 \setminus I_1$, thus $I''(y) \succeq u$. If $y$ has the same sign as $x$, then $u = I(x) = \text{val}_{B_{st}}(J, x, I) \preceq_{I''} \text{val}_{B_{st}}(J, y, I) = I(y)$. Therefore, $y \in I_2$, which implies that $y \not\prec_{I''} x$. This means that $y \not\in I_2 \setminus I'_2$, hence $y \in I'_2$. We conclude that $I''(y) \succeq u$. This shows that $\text{val}_{B_{sp}}(J, x, I'') \succeq u$, hence $\text{SV}_{B_{sp}}(x, I'') \succeq u$. This implies that $x \in A_{\mathcal{JF}}(I'_1, I'_2)_2 = I'_2$, which contradicts that $x \not\in I'_2$, concluding that $I_2 = \text{lfp}(A_{\mathcal{JF}}(I'_1, \cdot)_2)$. This finishes the proof that $I$ is a partial stable fixpoint of $A_{\mathcal{JF}}$.

For the other direction, we first need the following lemma.

**Lemma 5.3.8.** Let $I$ be a $B_{sp}$-model and $x \in F_{+}$ with $\text{SV}_{B_{sp}}(x, I) = f$. It holds that $\text{SV}_{B_{st}}(x, I) = f$.

**Proof.** Take an arbitrary justification $J$ with $x$ as internal node. There is a child $y$ of $x$ with $I(y) = f$. If $y$ has a different sign than $x$, then $\text{val}_{B_{st}}(J, x, I) = f$. Otherwise, we can construct either a finite branch ending in a $z$ with $I(z) = f$ or an infinite branch such that every element $z$ in $b$ has $I(z) = f$ and $z$ has the same sign as $x$. Since $x$ is positive, this means that $\text{val}_{B_{st}}(J, x, I) = f$. This concludes the proof that $\text{SV}_{B_{st}}(x, I) = f$. □
**Proposition 5.3.9.** Each partial stable fixpoint of $A_{\mathcal{F}}$ is a $B_{st}$-model of $\mathcal{F}$.

**Proof.** Let $I = (I_1, I_2)$ be a partial stable fixpoint of $A_{\mathcal{F}}$. We prove that $SV_{B_{st}}(x, I) = I(x)$ for $x \in \mathcal{F}_+$. By consistency of $B_{st}$ (Theorem 3.2.6), this proves that $I$ is a $B_{st}$-model of $\mathcal{F}$. We prove our claim in three parts.

**Part 1:** $SV_{B_{st}}(x, I) = I(x) = t$ for all $x \in I_1$. Since $I_1$ is lfp($A_{\mathcal{F}}$($\cdot$,$I_2$)$_1$), there is an increasing sequence $(K_i)_{i \leq \beta}$ for some ordinal number $\beta$ so that

- $K_0 = \emptyset$;
- $K_{i+1} = A_{\mathcal{F}}(K_i, I_2)_1$ for all $i < \beta$;
- $K_\alpha = \bigcup_{i < \alpha} K_i$ for all limit ordinals $\alpha \leq \beta$;
- $K_\beta = I_1$.

Such a sequence exists by a constructive version of the Knaster-Tarski fixpoint theorem (Cousot and Cousot, 1979). Now, for every $x \in I_1$, there is a least ordinal $i_x$ such that $x \notin K_{i_x}$, while $x \in K_{i_x+1}$. This means that there is a rule $x \leftarrow A_x$ such that for all $y \in A_x$ we have that $(K_{i_x}, I_2)(y) = t$. Since $(K_{i_x}, I_2) \leq_p I$, we have that $I(y) = t$ for all $y \in A_x$.

We now define $J$ to be the justification with exactly the rules $x \leftarrow A_x$ for $x \in I_1$. For a $y \in \mathcal{F}_+ \cap A_x$, we have that $y \in K_{i_x}$; hence $i_y < i_x$. This means that every infinite $J$-branch $x = x_0 \rightarrow x_1 \rightarrow \cdots$ implies the existence of strictly decreasing sequence of ordinals $(i_{x_0}, i_{x_1}, \ldots)$. Therefore, every $J$-branch is finite and ending in an element in $\mathcal{F}_- \cup \mathcal{F}_o$. Consequently, the value of any $J$-branch starting from $x$ is an element of $J$, hence $\text{val}_{B_{st}}(J, x, I) = t$.

**Part 2:** $SV_{B_{st}}(x, I) = I(x) = u$ for all $x \in I_2 \setminus I_1$. Since $I_2$ is lfp($A_{\mathcal{F}}$($I_1$,$\cdot$)$_2$), there is an increasing sequence $(M_i)_{i \leq \beta}$ for some ordinal number $\beta$ so that

- $M_0 = I_1$;
- $M_{i+1} = A_{\mathcal{F}}(I_1, M_i)_2$ for $i < \beta$;
- $M_\alpha = \bigcup_{i < \alpha} M_i$ for limit ordinal $\alpha \leq \beta$;
- $M_\beta = I_2$.

For every $x \in I_2 \setminus I_1$, there is a least ordinal $j_x$ such that $x \notin M_{j_x}$, while $x \in M_{j_x+1}$. Therefore, there is a rule $x \leftarrow C_x$ such that for all $y \in C_x$ we have that $(I_1, M_{j_x})(y) \geq_t u$. Since $I \leq_p (I_1, M_{j_x})$ we have that $I(y) \geq_t u$ for all $y \in C_x$. Define $J'$ to be the justification with exactly the rules $x \leftarrow C_x$ for
$x \in I_2 \setminus I_1$. By a similar reasoning as in the first part, we have that every $J'$-branch is finite and ending in $I_1 \cup \mathcal{F}_- \cup \mathcal{F}_o$. Define $J^*$ as $J' \uparrow J$, with $J$ the justification from the first part. A $J^*$-branch is either a $J'$-branch or a concatenation of a $J'$-branch with a $J$-branch. This means that $J^*$ does not have infinite branches. By construction, we have for every element $y$ in $J^*$ that $\mathcal{I}(y) \geq_t u$. The evaluation of a $J^*$-branch is equal to an element in $J^*$; hence $\text{val}_{\mathcal{B}_{st}}(J^*, x, \mathcal{I}) \geq_t u$.

However, every justification for $x$ has a branch $b$ such that $\mathcal{I}(\mathcal{B}_{st}(b)) \leq_t u$; hence $\text{SV}_{\mathcal{B}_{st}}(x, \mathcal{I}) = u = \mathcal{I}(x)$. Indeed, for every $y$ with $\mathcal{I}(y) \leq_t u$ and rule $y \leftarrow C$ there is a $c \in C$ with $\mathcal{I}(x) \leq_t u$. This constructs a branch $b$ such that for every element $y$ in $b$ we have that $\mathcal{I}(y) \leq_t u$. We know that $\mathcal{B}_{st}(b) \neq t$; otherwise $b$ is completely negative or ending in $t$. Therefore, $\mathcal{B}_{st}$ maps $b$ to an element in $b$ or to $f$ or $u$. This proves that $\mathcal{I}(\mathcal{B}_{st}(b)) \leq_t u$.

**Part 3:** $\text{SV}_{\mathcal{B}_{st}}(x, \mathcal{I}) = \mathcal{I}(x) = f$ for all $x \in \mathcal{F}_+ \setminus I_2$. This is immediate from Lemma 5.3.8.

**Example 5.3.10.** Let $\mathcal{F} = \{x, \sim x, y, \sim y, z, \sim z\} \cup \mathcal{L}$ and let $R$ be the complementation of

$$\left\{ \begin{array}{l}
x \leftarrow y \\
y \leftarrow \sim z \\
z \leftarrow \sim x, \sim y
\end{array} \right\}.$$

The approximator $A_{\mathcal{J}\mathcal{F}}$ has three partial stable fixpoints: $(\{x, y\}, \{x, y\})$, $(\{z\}, \{z\})$, and $(\emptyset, \{x, y, z\})$.

Let us take a look at the fixpoint $(\{x, y\}, \{x, y\})$. Since it is a stable fixpoint, we know that $(\{x, y\}, \{x, y\})$ is a least fixpoint of $A_{\mathcal{J}\mathcal{F}}(\cdot, \{x, y\})$. This operator is monotone with respect to $\subseteq$; hence we can construct the fixpoint by iteratively applying the operator on $(\emptyset, \{x, y\})$. This produces the following sequence.

$$(\emptyset, \{x, y\}) \rightarrow (\{y\}, \{x, y\}) \rightarrow (\{x, y\}, \{x, y\})$$

The first step uses the rule $y \leftarrow \sim z$, while the second step uses the rule $x \leftarrow y$. Combining the two we get the justification $x \rightarrow y \rightarrow \sim z$, which has only true nodes in the model $(\{x, y\}, \{x, y\})$, only positive internal nodes and every defined leaf is negative. This illustrates the first step of the proof of Proposition 5.3.9. By extending the found justification, we get a locally complete justification with the same value as the supported value.

The proof of the fourth point of Theorem 5.3.4 follows directly from the third point and Proposition 3.5.7.
The correspondence for co-stable is proven similarly as for the stable correspondence. First, we show that every $\mathcal{B}_{\text{cst}}$-model is a partial co-stable fixpoint.

**Proposition 5.3.11.** Each $\mathcal{B}_{\text{cst}}$-model of $\mathcal{JF}$ is a partial co-stable fixpoint of $A_{\mathcal{JF}}$.

**Proof.** Take $\mathcal{I} = (I_1, I_2)$ to be a $\mathcal{B}_{\text{cst}}$-model of $\mathcal{JF}$. We prove that $\text{gfp}(A_{\mathcal{JF}}(\cdot, I_1)) = I_1$ and $\text{gfp}(A_{\mathcal{JF}}(\cdot, I_2)) = I_2$. By Proposition 3.5.8, it holds that $A_{\mathcal{JF}}(\mathcal{I}) = S_{\mathcal{JF}}^\mathcal{B}(\mathcal{I}) = \mathcal{I}$. Therefore, we have that $A_{\mathcal{JF}}(I_1, I_2)_1 = I_1$ and $A_{\mathcal{JF}}(I_1, I_2)_2 = I_2$.

Take $I'_2$ with $I_2 \subset I'_2$ and assume by contradiction that $A_{\mathcal{JF}}(I_1, I'_2)_2 = I'_2$. Define $\mathcal{I}' = (I_1, I'_2)$. By Theorem 2.6.20 and splittability of $\mathcal{B}_{\text{cst}}$, there is a locally complete justification $J$ so that $SV_{\mathcal{B}_{\text{cst}}}(x, \mathcal{I}) = \text{val}_{\mathcal{B}_{\text{cst}}}(J, x, \mathcal{I}) = \mathcal{I}(x)$ for all $x \in \mathcal{F}_d$. Define the relation $\prec_J$ on $\mathcal{F}_- \setminus \sim I_1$ as follows: $y \prec_J x$ holds if $y$ is reachable from $x$ in $J$ through negative facts. The relation $\prec_J$ is well-founded, since $\mathcal{F}_- \setminus \sim I_1$ is the set of negative facts not false in $\mathcal{I}$, and for those facts, $J$ has no infinite negative branches. Since $\sim I'_2 \setminus \sim I_1$ is a subset of $\mathcal{F}_- \setminus \sim I_1$, $\sim I'_2 \setminus \sim I_2$ has a minimal element $z$ for the relation $\prec_J$. Note that $\mathcal{I}(z) = t$ and $\mathcal{I}'(z) = u$. Take a child $y$ of $z$ in $J$. We prove that $\mathcal{I}'(y) = t$. If $y$ is open, then $\mathcal{I}'(y) = \mathcal{I}(y) \geq_t \mathcal{I}(z) = t$. If $y$ has a different sign than $z$, then $\mathcal{I}(y) \geq_t \text{val}_{\mathcal{B}_{\text{cst}}}(J, z, \mathcal{I}) = \mathcal{I}(z) = t$. Therefore, $\mathcal{I}(y) = t$ and thus $y \in I_1$, which means that $\mathcal{I}'(y) = t$ as well. If $y$ has the same sign as $z$, then $\mathcal{I}(y) = \text{val}_{\mathcal{B}_{\text{cst}}}(J, y, \mathcal{I}) \geq_t \text{val}_{\mathcal{B}_{\text{cst}}}(J, z, \mathcal{I}) = \mathcal{I}(z) = t$. This means that $\sim y \notin I_2$; hence $y \in \mathcal{F}_- \setminus \sim I_2 \subseteq \mathcal{F}_- \setminus \sim I_1$. Consequently, we have that $y \prec_J z$. However, since $z$ is minimal, we should have that $y \notin \sim I'_2 \setminus \sim I_2$. Thus, $\mathcal{I}(y) = \mathcal{I}'(y)$. Because $y$ was taken arbitrary, we have that $\text{val}_{\mathcal{B}_{\text{cst}}}(J, z, \mathcal{I}') = t$ and thus $\text{val}_{\mathcal{B}_{\text{cst}}}(\sim z, \mathcal{I}') = f$. This means that $\sim z \notin A_{\mathcal{JF}}(I_1, I'_2)_2 = I'_2$, which is in contradiction with $z \in \sim I'_2 \setminus \sim I_2$. Therefore, $I_2 = \text{gfp}(A_{\mathcal{JF}}(I_1, \cdot))_2$.

Take $I'_1$ with $I_1 \subset I'_1 \subset I_2$ and assume by contradiction that $A_{\mathcal{JF}}(I'_1, I_2)_1 = I'_1$. Define $\mathcal{I}' = (I'_1, I_2)$. By Theorem 2.6.20 and splittability of $\mathcal{B}_{\text{cst}}$, there is a locally complete justification $J$ so that $SV_{\mathcal{B}_{\text{cst}}}(x, \mathcal{I}) = \text{val}_{\mathcal{B}_{\text{cst}}}(J, x, \mathcal{I}) = \mathcal{I}(x)$ for all $x \in \mathcal{F}_d$. Let $\prec_J$ be the same relation on $\mathcal{F}_- \setminus \sim I_1$ as defined above. Take a minimal element $z$ of $\sim I'_1 \setminus \sim I_1$ with respect to $\prec_J$. This means that $\mathcal{I}(z) \geq_t u$ and $\mathcal{I}'(z) = f$. Take a child $y$ of $z$ in $J$. We prove that $\mathcal{I}'(y) \geq_t u$. If $y$ is open, then $\mathcal{I}'(y) = \mathcal{I}(y) \geq_t \text{val}_{\mathcal{B}_{\text{cst}}}(J, y, \mathcal{I}) = \mathcal{I}(z) \geq_t u$. If $y$ has a different sign than $z$, then $\mathcal{I}(y) \geq_t \text{val}_{\mathcal{B}_{\text{cst}}}(J, z, \mathcal{I}) = \mathcal{I}(z) \geq_t u$. This means that $\sim y \notin \mathcal{F}_+ \setminus I_1$ or that $y \in \mathcal{F}_- \setminus \sim I_1$. Since $z$ is minimal, we should have that $y \notin \sim I'_1 \setminus \sim I_1$. Therefore, $\mathcal{I}(y) = \mathcal{I}'(y)$. Because $y$ was taken arbitrary,
we have that \( \text{val}_{B_{sp}}(J, z, I') \geq t \) and thus \( \text{SV}_{B_{sp}}(\sim z, I') \leq t \). This means that \( \sim z \not\in A_{\mathcal{JF}}(I_1', I_2) \), which is in contradiction with \( z \in \sim I_1' \setminus \sim I_1 \). Therefore, \( I_1 = \text{gfp}(A_{\mathcal{JF}}(\cdot, I_2)_1) \). This finishes the proof that \( I \) is a partial co-stable fixpoint of \( A_{\mathcal{JF}} \).

\[ \square \]

To prove the other direction, we need the following lemma.

**Lemma 5.3.12.** Let \( I \) be a \( B_{sp} \)-model and \( x \in F_\sim \) with \( \text{SV}_{B_{sp}}(x, I) = f \). It holds that \( \text{SV}_{B_{cst}}(x, I) = f \).

**Proof.** Take an arbitrary justification \( J \) with \( x \) as internal node. There is a child \( y \) of \( x \) with \( I(y) = f \). If \( y \) has a different sign than \( x \), then \( \text{val}_{B_{cst}}(J, x, I) = f \).

Otherwise, we can construct either a finite branch ending in a \( z \) with \( I(z) = f \) or an infinite branch such that every element \( z \) in \( b \) has \( I(z) = f \) and \( z \) has the same sign as \( x \). Since \( x \) is negative, this means that \( \text{val}_{B_{cst}}(J, x, I) = f \). This concludes the proof that \( \text{SV}_{B_{cst}}(x, I) = f \).

\[ \square \]

Now, we are able to prove that every partial co-stable fixpoint is a \( B_{cst} \)-model.

**Proposition 5.3.13.** Each partial co-stable fixpoint of \( A_{\mathcal{JF}} \) is a \( B_{cst} \)-model of \( \mathcal{JF} \).

**Proof.** Let \( I = (I_1, I_2) \) be a partial co-stable fixpoint of \( A_{\mathcal{JF}} \). We prove that \( \text{SV}_{B_{cst}}(x, I) = I(x) = t \) for all \( x \in F_\sim \setminus \sim I_2 \). Since \( I_2 \) is \( \text{gfp}(A_{\mathcal{JF}}(I_1, \cdot)_2) \), there is a decreasing sequence \( (M_i)_{i \leq \beta} \) for some ordinal number \( \beta \) so that

- \( M_0 = F_+ \);
- \( M_{i+1} = A_{\mathcal{JF}}(I_1, M_i)_2 \) for \( i < \beta \);
- \( M_\alpha = \bigcap_{i < \alpha} M_i \) for limit ordinal \( \alpha \leq \beta \);
- \( M_\beta = I_2 \).

Such a sequence exists by a constructive version of the Knaster-Tarski fixpoint theorem (Cousot and Cousot, 1979). For every \( x \in F_\sim \setminus \sim I_2 \), there is a least ordinal \( j_x \) such that \( \sim x \in M_{j_x} \), while \( \sim x \not\in M_{j_x+1} = A_{\mathcal{JF}}(I_1, M_{j_x})_2 \). Therefore, there is a rule \( x \leftarrow C_x \) such that for all \( y \in C_x \), we have that \( (I_1, M_{j_x})(y) = t \).
Define $J$ to be the justification with exactly the rules $x \leftarrow C_x$ for $x \in \mathcal{F}_- \setminus \sim I_2$. For a $y \in \mathcal{F}_- \cap C_x$, we have that $\sim y \notin M_{j_x}$. This means that $j_y < j_x$. This means that every infinite $J$-branch implies the existence of a strictly decreasing sequence of ordinals. Therefore, every $J$-branch is finite and ending in an element in $\mathcal{F}_+ \cup \mathcal{F}_o$. Consequently, the value of any $J$-branch starting with $x$ is an element of $J$, hence $\text{val}_{\text{BST}}(J, x, \mathcal{I}) = t$.

**Part 2:** $\text{SV}_{\text{BST}}(x, \mathcal{I}) = \mathcal{I}(x) = u$ for all $x \in \sim I_2 \setminus \sim I_1$. Since $I_1$ is $\text{gfp}(A_\mathcal{J}(\cdot, I_2)_1)$ and by a constructive version of the Knaster-Tarski fixpoint theorem (Cousot and Cousot, 1979), there is a decreasing sequence $(K_i)_{i \leq \beta}$ for some ordinal number $\beta$ so that

- $K_0 = I_2$;
- $K_{i+1} = A_\mathcal{J}(K_i, I_2)_1$ for all $i < \beta$;
- $K_\alpha = \bigcap_{i < \alpha} K_i$ for all limit ordinals $\alpha \leq \beta$;
- $K_\beta = I_1$.

Now, for every $x \in \sim I_2 \setminus \sim I_1$, there is a least ordinal $i_x$ such that $\sim x \in K_{i_x}$, while $\sim x \notin K_{i_x+1} = A_\mathcal{J}(K_{i_x}, I_2)_1$. This means that there is a rule $x \leftarrow A_x$ such that for all $y \in A_x$ we have that $(K_{i_x}, I_2)(y) \geq_t u$. Since, $(K_{i_x}, I_2) \geq_p \mathcal{I}$, we have that $\mathcal{I}(y) \geq_t u$ for all $y \in A_x$.

Define $J'$ to be the justification with exactly the rules $x \leftarrow A_x$ for $x \in \sim I_2 \setminus \sim I_1$. For a $y \in \mathcal{F}_- \cap A_x$, we have that $\sim y \notin K_{i_x}$; hence $i_y < i_x$. This means that every infinite $J'$-branch implies the existence of a strictly decreasing sequence of ordinals. Therefore, every $J'$-branch is finite and ending in an element in $\mathcal{F}_- \setminus \sim I_2 \cup \mathcal{F}_+ \cup \mathcal{F}_o$. Define $J^*$ as $J' \uparrow J$ with $J$ the justification from the first part. A $J'$-branch is either a $J'$-branch or a concatenation of a $J'$-branch with a $J$-branch. This means that $J^*$ has no infinite branches. By construction, we have for every element $y$ in $J^*$ that $\mathcal{I}(y) \geq_t u$. The evaluation of $J^*$-branch is equal to an element in $J^*$ because it has no infinite branches. Therefore, $\text{val}_{\text{BST}}(J^*, x, \mathcal{I}) \geq_t u$.

Every justification for $x$ has a branch $b$ such that $\mathcal{I}(\mathcal{B}_{\text{BST}}(b)) \leq_t u$; hence $\text{SV}_{\text{BST}}(x, \mathcal{I}) = u = \mathcal{I}(x)$. Indeed, for every $y$ with $\mathcal{I}(y) \leq_t u$ and rule $y \leftarrow C$ there is a $c \in C$ with $\mathcal{I}(x) \leq_t u$. This construct a branch $b$ such that for every element $y$ in $b$ we have that $\mathcal{I}(y) \leq_t u$. We know that $\mathcal{B}_{\text{BST}}(b) \neq t$; otherwise $b$ is completely positive or ending in $t$. Therefore, $\mathcal{B}_{\text{BST}}$ maps $b$ to an element in $b$ or to $f$ or $u$. This proves that $\mathcal{I}(\mathcal{B}_{\text{BST}}(b)) \leq_t u$.

**Part 3:** $\text{SV}_{\text{BST}}(x, \mathcal{I}) = \mathcal{I}(x) = f$ for all $x \in \sim I_1$. This is immediate from Lemma 5.3.12. 

\[\Box\]
The proof of the sixth point of Theorem 5.3.4 follows directly from the fifth point and Proposition 3.5.8.

5.4 Application: Ultimate Semantics

When applying AFT to new domains, there is not always a clear choice of approximator to use; the operator on the other hand is often more clear. Denecker et al. (2004) studied the space of approximators and observed that consistent approximators can naturally be ordered according to their precision, where more precise approximator also yield more precise results (e.g., if approximator \( A \) is more precise than \( B \), then the \( A \)-well-founded fixpoint is guaranteed to be more precise than \( B \)'s). They also observed that the space of consistent approximators of \( O \) has a most precise element, called the ultimate approximator, denoted \( U(O) \). This induces ultimate versions of the various AFT fixpoints.\(^3\) In the context of logic programming, the step from the standard approximator (which is Fitting’s partial immediate consequence operator (Fitting, 2002)) to the ultimate approximator roughly boils down to using supervaluations (Fitting, 1994; van Fraassen, 1966). The ultimate approximator of an operator \( O : L \rightarrow L \) has the following form (Denecker et al., 2004):

\[
U(O) : L^c \rightarrow L^c; \ (x, y) \mapsto \left( \bigwedge_{x \leq z \leq y} O(z), \bigvee_{x \leq z \leq y} O(z) \right),
\]

where \( \bigwedge \) (respectively \( \bigvee \)) are the greatest lower (respectively least upper) bound with respect to \( \leq \). If an approximator \( A \) approximates an operator \( O \), then we abuse notation by defining \( U(A) := U(O) \).

In the context of justification theory, the justification frame uniquely determines the approximator at hand. Still, we show that it is possible to obtain ultimate semantics here as well. To do so, we will develop a method to transform a justification frame \( JF \) into its ultimate frame \( U(JF) \). We will then show that the approximator associated to \( U(JF) \) is indeed the ultimate approximator of \( O_{JF} \). The result is a generic mechanism to go from any semantics induced by justification theory (for arbitrary branch evaluations – not just for those that have an AFT counterpart) to an ultimate variant thereof. Our construction is as follows:

\(^3\)This added precision has an increased computational cost (Denecker et al., 2004, Theorems 6.12 and 6.13).
**Definition 5.4.1.** Let $\mathcal{JF}$ be a complementary justification frame. Let $X$ be the set of rules with a positive head. Let $X^*$ be the least (w.r.t. $\subseteq$) set containing $X$ that is closed under the addition of rules $x \leftarrow A$

- if there is a rule $x \leftarrow B$ with $B \subseteq A$, or
- if there are rules $x \leftarrow \{y\} \cup A$ and $x \leftarrow \{\sim y\} \cup A$.

Let $Y$ be the complementation of $X$. Then $U(\mathcal{JF})$ is defined to be the complementary justification frame $(\mathcal{F}, \mathcal{F}_d, Y)$. We call $U(\mathcal{JF})$ the ultimate frame of $\mathcal{JF}$.

Let us look at an example.

**Example 5.4.2.** Let $\mathcal{F}_d = \{x, \sim x\}$ and $\mathcal{F}_o = \{a, \sim a, b, \sim b\} \cup \mathcal{F}_o$. Take $R$ to be the complementation of

\[
\begin{align*}
&\quad \{x \leftarrow a, x\} \\
&\bigcup \{x \leftarrow b, \sim x\},
\end{align*}
\]

which adds the following rules

\[
\begin{align*}
&\sim x \leftarrow \sim a, \sim b \\
&\sim x \leftarrow \sim a, x \\
&\sim x \leftarrow b, \sim x \\
&\sim x \leftarrow x, \sim x
\end{align*}
\]

To determine the supported value, it suffices to take non-redundant rules into account. Recall that a rule $x \leftarrow A$ is non-redundant if there is no rule $x \leftarrow B$ with $B \subset A$. The justification frame $U(\mathcal{JF})$ has exactly the following non-redundant rules:

\[
\begin{align*}
&\quad \{x \leftarrow a, x\} \\
&\bigcup \{x \leftarrow b, \sim x\} \\
&\bigcup \{x \leftarrow a, b\} \\
&\bigcup \{\sim x \leftarrow \sim a, \sim b\} \\
&\bigcup \{\sim x \leftarrow \sim a, x\} \\
&\bigcup \{\sim x \leftarrow b, \sim x\}
\end{align*}
\]

Of course, it contains many redundant rules, for example $x \leftarrow a, b, x$. The justifications in the original system containing $x$ as root are exactly the following:
Assume from now on we are working under $B_{st}$. The value of the upper left justification for $x$ is $f$ in every interpretation. The values of the other justifications for $x$ are at most $u$ in $B_{st}$-models. If it would be $t$, then the value of these justifications for $x$ is equal to the value of $\sim x$, which is $f$.

By taking the ultimate justification frame, the non-redundant rule $x \leftarrow a, b$ is added and the non-redundant rule $\sim x \leftarrow x, \sim x$ is removed. This allows for the justification

If the interpretation of $a$ and $b$ is $t$, then the value of this justification for $x$ is $t$. Therefore, $(\{a, b, x\}, \{a, b, x\})$ is an ultimate stable model, while not a stable model. Note that the lower justification is not a justification in $U(JF)$. If it would be, then this is a true justification for $\sim x$ contradicting the consistency.

It can be seen that the construction adds rules to $JF$ in two cases. For the first type, if $x \leftarrow B$ is a rule in $R$ with $B \subseteq A$, then if $B$ is sufficient to derive $x$, clearly so is $A$. The second type of rule addition essentially performs some sort of case splitting. It states that if a set of facts $A$ can be used with either $y$ or $\sim y$ to derive $x$, then the essence for deriving $x$ is the set $A$ itself. In that case, the rule $x \leftarrow A$ is added to the ultimate frame. This case splitting is actually a bit more general as shown in the following proposition.

**Proposition 5.4.3.** $U(JF)$ can also be constructed using the following variation: closed under the addition of

- a rule $x \leftarrow A$ if there is a rule $x \leftarrow B$ with $B \subseteq A$, or
• a rule \( x \leftarrow A \cup B \) if there are rules \( x \leftarrow A \cup \{y\} \) and \( x \leftarrow B \cup \{\sim y\} \).

**Proof.** It suffices to prove that the second type is implied by the standard rules. Take two rules \( x \leftarrow A \cup \{y\} \) and \( x \leftarrow B \cup \{\sim y\} \). This means that the rules \( x \leftarrow A \cup B \cup \{y\} \) and \( x \leftarrow A \cup B \cup \{\sim y\} \) are also in the frame. Therefore, \( x \leftarrow A \cup B \) is also in the frame. □

It turns out that this rule of case splitting is indeed sufficient to reconstruct the ultimate semantics in justification theory. This is formalised in the main theorem of this section, for which the proof will be postponed a bit.

**Theorem 5.4.4.** For any complementary frame \( \mathcal{JF} \), \( A_{U(\mathcal{JF})} = U(O_{\mathcal{JF}}) \).

An immediate corollary is, for instance that the set of stable models of \( U(\mathcal{JF}) \) equals the set of ultimate stable fixpoints of \( O_{\mathcal{JF}} \), and similarly for other semantics.

Recall that, in the context of lattices with the subset order, which is what we are concerned with here, the ultimate approximator is equal to (Denecker et al., 2004):

\[
U(O)(I_1, I_2) = \left( \bigcap_{I_1 \leq K \leq I_2} O(K), \bigcup_{I_1 \leq K \leq I_2} O(K) \right).
\] (5.1)

The proof of Theorem 5.4.4 makes use of the following intermediate results.

**Lemma 5.4.5.** Let \( \mathcal{I} \) be an interpretation and \( x \in F_d \). If \( O_{\mathcal{JF}}(\mathcal{I}')(x) = t \) (respectively \( f \)) for all exact interpretations \( \mathcal{I}' \) with \( \mathcal{I}' \geq_p \mathcal{I} \), then \( A_{U(\mathcal{JF})}(\mathcal{I})(x) = t \) (respectively \( f \)).

**Proof.** Let \( \mathcal{I} = (I_1, I_2) \). We first prove this for the case \( t \). Define \( X = \{y \in F_d \mid \mathcal{I}(x) = u\} \). We prove for all \( Y \subseteq X \) and all complete consistent subsets \( A \) over \( X \setminus Y \) that the rule \( x \leftarrow \{t\} \cup I_1 \cup \sim (F_+ \setminus I_2) \cup A \) is a rule in \( U(\mathcal{JF}) \). A complete consistent subset \( A \) of \( Z \) is a subset such that for each \( z \in Z \) exactly one of \( z \) and \( \sim z \) is in \( A \). If \( Y = X \), then we get that \( x \leftarrow \{t\} \cup I_1 \cup \sim (F_+ \setminus I_2) \) is a rule in \( U(\mathcal{JF}) \) with every element \( y \) in its body we have \( \mathcal{I}(y) = t \), completing our proof. We prove our claim by transfinite induction. Assume \( Y = \emptyset \). Take a complete consistent set \( A \) over \( X \). Define \( K = I_1 \cup (A \cap F_+) \). Since \( \mathcal{I} \leq_p (K, K) \), we have a rule \( x \leftarrow B \) in \( \mathcal{JF} \) with \( (K, K)(b) = t \) for all \( b \in B \). The true facts under \( B \) are equal to \( \{t\} \cup I_1 \cup \sim (F_+ \setminus I_2) \cup A \). Take \( b \in B \). Therefore, we can extend this rule to \( x \leftarrow I_1 \cup \sim (F_+ \setminus I_2) \cup A \) in \( U(\mathcal{JF}) \).
Take \( Y \neq \emptyset \). Assume by induction the claim holds for all \( Y' \subsetneq Y \). Take any \( y \in Y \) and a complete consistent set \( A \) over \( X \setminus Y \). Then \( A \cup \{y\} \) and \( A \cup \{\sim y\} \) are complete consistent sets over \( X \setminus \{y\} \). So by induction, there are rules \( x \leftarrow I_1 \cup (\mathcal{F}_+ \setminus I_2) \cup A \cup \{y\} \) and \( x \leftarrow I_1 \cup (\mathcal{F}_+ \setminus I_2) \cup A \cup \{\sim y\} \) in \( U(\mathcal{JF}) \). This means that \( x \leftarrow I_1 \cup (\mathcal{F}_+ \setminus I_2) \cup A \) is a rule in \( U(\mathcal{JF}) \).

The case for \( f \) follows easily from the \( t \) case. We have for all exact interpretations \( \mathcal{I}' \) with \( \mathcal{I} \leq_p \mathcal{I}' \) that \( A_{\mathcal{JF}}(\mathcal{I}')(x) = f \). Then by consistency, \( A_{\mathcal{JF}}(I, I)(\sim x) = t \). By Lemma 5.4.5, we have that \( A_{U(\mathcal{JF})}(\mathcal{I})(\sim x) = t \); hence \( A_{U(\mathcal{JF})}(\mathcal{I})(x) = f \). □

Combining this lemma with Eq. (5.1) of the ultimate approximator immediately yields that the operator \( A_{U(\mathcal{JF})}(\mathcal{I}) \) is as least as precise as the ultimate approximator of \( O_{\mathcal{JF}} \).

**Lemma 5.4.6.** For all interpretations \( \mathcal{I} \) we have \( U(O_{\mathcal{JF}})(\mathcal{I}) \leq_p A_{U(\mathcal{JF})}(\mathcal{I}) \).

*Proof.* Take \( x \in \mathcal{F}_+ \). If \( U_{\mathcal{JF}}(\mathcal{I})(x) = u \), then it is obvious that \( A_{U(\mathcal{JF})}(\mathcal{I})(x) \leq_p u = U_{\mathcal{JF}}(\mathcal{I})(x) \).

If \( U_{\mathcal{JF}}(\mathcal{I})(x) = t \), then \( x \in \cap I_1 \subset K \subset I_2 A_{\mathcal{JF}}(K, K)_1 \); hence \( A_{\mathcal{JF}}(K, K)(x) = t \) for all exact interpretations \( (K, K) \geq_p \mathcal{I} \). Therefore, by Lemma 5.4.5, we have that \( A_{U(\mathcal{JF})}(\mathcal{I})(x) = t = U_{\mathcal{JF}}(\mathcal{I})(x) \).

If \( U_{\mathcal{JF}}(\mathcal{I})(x) = f \), then \( x \notin \cup I_1 \subset K \subset I_2 A_{\mathcal{JF}}(K, K)_1 \); hence \( A_{\mathcal{JF}}(K, K)(x) = f \) for all exact interpretations \( (K, K) \geq_p \mathcal{I} \). By Lemma 5.4.5 it follows that \( A_{U(\mathcal{JF})}(\mathcal{I})(x) = f = U_{\mathcal{JF}}(\mathcal{I})(x) \).

Similarly, we can prove for all \( x \in \mathcal{F}_- \) that \( U_{\mathcal{JF}}(\mathcal{I})(x) \leq_p A_{U(\mathcal{JF})}(\mathcal{I})(x) \). □

Since the ultimate approximator is the most precise approximator of any given operator, all that is left to prove, to indeed obtain Theorem 5.4.4 is that \( A_{U(\mathcal{JF})} \) indeed approximates \( O_{\mathcal{JF}} \). That is the content of the last lemma.

**Lemma 5.4.7.** \( A_{U(\mathcal{JF})} \) is an approximator of \( O_{\mathcal{JF}} \).

*Proof.* Take \( I \subset \mathcal{F}_+ \). Adding a rule \( x \leftarrow B \) to \( \mathcal{JF} \) if \( x \leftarrow A \) is in \( \mathcal{JF} \) with \( A \subset B \), does not change \( A_{\mathcal{JF}}(I, I) \). Similarly, adding a rule \( x \leftarrow A \) to \( \mathcal{JF} \) if \( x \leftarrow A \cup \{y\} \) and \( x \leftarrow A \cup \{\sim y\} \) are in \( \mathcal{JF} \) does not change \( A_{\mathcal{JF}}(I, I) \). This means that \( O_{\mathcal{JF}}(I) = A_{\mathcal{JF}}(I, I) = A_{U(\mathcal{JF})}(I, I) \). □
5.5 Conclusion

In this chapter, we presented a general mechanism to translate justification frames into approximating operators and showed that this transformation preserves all semantics the two formalisms have in common. The correspondence we established provides ample opportunity for future work and in fact probably generates more questions than it answers.

By embedding justification theory in AFT, justification theory gets access to a rich body of theoretical results developed for AFT, but of course said results are only directly applicable to branch evaluations that have a counterpart in AFT. A question that immediately arises is whether results such as stratification results also apply to other branch evaluations, and which assumptions on branch evaluations would be required for that. Another question that pops up on the justification theory side is whether concepts such as groundedness Bogaerts et al. (2015a) can be transferred.

On the AFT side, this embedding calls for a general algebraic study of explanations. Indeed, for certain approximators, namely those that “come from” a justification frame, our results give us a method for answering certain why questions in a graph-based manner (with justifications). Lifting this notion of explanation to general approximators would benefit domains of logics that are covered by AFT but not by justification theory.

A last question that emerges is how nesting of justification frames (see Chapter 6) fits into this story, and whether it can give rise to notions of nested operators on the AFT side.
Chapter 6

Nested Justification Systems

6.1 Introduction

An important property in knowledge representation is modularity. Being able to compose different semantics is key to achieving modularity. In justification theory, composition is obtained by nesting systems, which was introduced by Denecker et al. (2015), but not extensively discussed. This chapter further explores nested justification systems. Denecker et al. (2015) defined the semantics of nested systems by compressing to an unnested system. One shortcoming of this approach is that we consider justifications in the compressed system, and thus information is lost. We introduce an alternative view on nested systems that avoids this loss of information. We prove that this alternative view is strongly equivalent to the compression approach when we are dealing with tree-like justifications, and we provide some partial results in case of graph-like justifications. The consistency of the compression has interesting relations between graph-reducibility and tree-like consistency. As a bonus, we completely solve the tree-like consistency. The chapter is closed by showing how aggregates, first-order logic definitions and fixpoint definitions can be captured with nested justification systems.

Apart from the recalling of the definitions of nested systems and their compression (Denecker et al., 2015), the text of this chapter is entirely new and unpublished work.
6.2 Basic Definitions

In order to understand the need for nested systems, we need to take a look at some inductive definitions. Essentially facts are propositional in nature, but because we allow infinitely many in rule bodies, we can use compound formulae. Suppose we want to inductively define the reachability relation of graph over a set of nodes $N$. A fairly well-known representation as an inductive definition is given below.

\[
\forall x \in N, y \in N: \text{reachable}(x, y) \leftarrow \text{edge}(x, y).
\]

\[
\forall x \in N, y \in N: \text{reachable}(x, y) \leftarrow \exists z: \text{edge}(x, z) \land \text{reachable}(z, y).
\]

Intuitively, the first rule states the base state for the induction: if there is an edge from $x$ to $y$, then $y$ is reachable from $x$. The second rule states the induction step: if there is an edge from $x$ to a $z$ such that $y$ is reachable from $z$, then surely $y$ must be reachable from $x$. We can represent this in a justification frame as follows: Take $\mathcal{F}_+ \cap \mathcal{F}_d = \{\text{reachable}(x, y) \mid x, y \in N\}$, $\mathcal{F}_o \cap \mathcal{F}_+ = \{\text{edge}(x, y) \mid x, y \in N\}$. Then the justification frame is the complementation of the set

\[
\{\text{reachable}(x, y) \leftarrow \text{edge}(x, y) \mid x, y \in N\}
\]

\[
\cup \{\text{reachable}(x, y) \leftarrow \text{edge}(x, z), \text{reachable}(z, y) \mid x, y, z \in N\}.
\]

The universal quantifications are actually transformed into a number of rules. Note that the facts $\text{edge}(x, y)$ (and $\sim\text{edge}(x, y)$) are open facts and thus serve as parameters. This means that depending on the interpretation of the opens, it represents the reachability definition of a different graph; hence the graph is a parameter of this system. Since induction is associated with well-founded semantics (Denecker, 1998; Denecker and Vennekens, 2014), we can use $\mathcal{B}_{\text{wf}}$. If the interpretation of $\mathcal{F}_o$ is fixed and two-valued, that is, the graph on $N$ is known, then the unique $\mathcal{B}_{\text{wf}}$-model is two-valued since our rules do not allow for mixed loops. In that case, the unique $\mathcal{B}_{\text{wf}}$-model can be computed by iteratively applying the approximator $A_{\mathcal{JF}}$ until fixpoint starting from the interpretation that is $\mathbf{u}$ on all defined facts. This corresponds neatly to applying the different rules in the inductive definition. So because of our AFT connection from Chapter 5, any inductive definition that can be faithfully represented as a propositional inductive definition can be captured by justification theory, see Section 6.5.3.

Justification theory handles inductive definitions well if the body is a set of literals. This begs the question at what happens if the bodies contain complex
formulae. Let us now look at when the edges are not determined from outside, but from the inside. Suppose we want to look at the following graph\(^1\) on \(\mathbb{N}\):

- \((x, x/2)\) if \(x\) is even
- \((x, 3x + 1)\) if \(x\) is odd.

Let \(\ell(x,y)\) be \(t\) if \((x,y)\) is in this graph and \(f\) otherwise. The graph can be represented by the complementation of the following rule set

\[
\{\text{edge}(x, y) \leftarrow \ell(x,y) \mid x, y \in \mathbb{N}\}.
\]

Adding this rule set to the justification system above will produce a system that captures this definition correctly. This technique also works for any graph and no matter how the graph is defined (as long its definition can be captured with well-founded semantics). Two problems exists with this approach. First, it does not make a distinction between the definition of the reachability relation and the definition of the graph; the two are mushed together and the knowledge representation is not modular. Second, if the definition of the graph cannot be captured with well-founded semantics, then this might not work.

We illustrate these problems in another related area: predicate introduction (Vennekens et al., 2007b). Predicate introduction is the act of replacing a complex formula by a newly defined predicate. This can be used to simplify or eliminate redundancy of a theory. However, predicate introduction might not be equivalence preserving.

**Example 6.2.1.** Suppose you have a justification frame with the rule \(p \leftarrow p\). If we now want to introduce a new predicate \(T\) representing \(\sim p\), then it will introduce a rule \(T \leftarrow \sim p\). Because \(p\) is equal to \(\sim \sim p\), we can replace \(p\) with \(\sim T\), so we replace the rule \(p \leftarrow p\) with \(p \leftarrow \sim T\). So our predicate introduction produces the justification frame

\[
\begin{cases}
    p \leftarrow \sim T \\
    T \leftarrow \sim p
\end{cases}
\]

Under \(B_{of}\), this will have the model in which \(p\) is \(u\) instead of \(f\) in the original system.

This situation is analogous to the graph reachability definition. The definition of \(p\) corresponds to the definition of graph reachability itself, while the definition of \(T\) corresponds to the definition of the graph. Putting together both definitions

\(^{1}\)This is the graph for the Collatz conjecture, a famous unsolved mathematical problem stating for every \(x \in \mathbb{N}\), \((x, 1)\) is in the reachability relation of this graph.
does not provide the desired effect. Instead, we want a way that makes the
definition of \( T \) inferior to \( p \), first evaluating what the value of \( T \) is and then filling
it in. If we can achieve this, then we can perform any predicate introduction in
an equivalence preserving manner.

We have seen that introducing a new predicate might not be equivalence-
preserving, see Example 6.2.1. We have hinted that we can solve this by having
a local (the definition for the newly introduced predicate) justification frame
for which we find the model and then substitute the predicate with the value of
the found model in the main justification frame. Stretching this idea further, it
might be that the local justification frame has a different semantics than the
main justification frame, allowing for predicate introduction with a different
semantics. This brings us to the definition of nested justification systems,
which were invented by Denecker et al. (2015). Nested justification systems are
essentially a tree structure of justification systems, meaning that some systems
are local to certain others.

**Definition 6.2.2.** Let \( F \) be a fact space. A *nested justification system* on \( F \)
is a tuple \( \langle F, F_d, F_{dl}, R, B, \{ JS^1, \ldots, JS^k \} \rangle \) such that

1. \( \langle F, F_{dl}, R, B \rangle \) is a parametric justification system;
2. for each \( i \), \( JS^i \) is a nested justification system \( \langle F^i, F_{dl}^i, F_{di}^i, R^i, B^i, \ldots \rangle \) (we
write \( F_o^i \) for \( F^i \setminus F_{di}^i \) as usual);
3. \( F_d \) is partitioned into \( \{ F_{dl}, F_{dl}^1, \ldots, F_{dl}^k \} \);
4. \( F = \bigcup_{i=1}^k F_d^i \);
5. \( F_o^i = F_o \cup F_{dl}^i \), where \( F_o = F \setminus F_d \) as usual.

This defines a tree of nested justification systems, where the leaves have \( F_{dl} = F_d \)
and \( k = 0 \), which corresponds to an unnested justification system. Every fact
is either defined locally in the top system (\( F_{dl} \)), or in one of the subsystems
\( F_d^i \). The open facts in \( JS^i \) are the open facts of the root augmented with the
locally defined facts (defined in the root). This has the consequence that facts
defined in \( JS^i \) do not appear as open facts in \( JS^j \) if \( i \neq j \).

**Lemma 6.2.3.** Let \( JS = \langle F, F_d, F_{dl}, R, B, \{ JS^1, \ldots, JS^k \} \rangle \) be a nested
justification system. If \( i \neq j \), then \( F_d^i \cap F_o^j = \emptyset \).

*Proof.* Take \( i \neq j \). Because \( F_d \) is partitioned into \( \{ F_{dl}, F_{dl}^1, \ldots, F_{dl}^k \} \), it suffices
to prove that \( F_d^i \cap F_o^j = \emptyset \). This follows from (5) in Definition 6.2.2. \( \square \)
To make the nesting structure more apparent, nested systems can also be viewed as a tree of unnested justification systems.

**Proposition 6.2.4.** A nested justification system

\[ JS = \langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{JS^1, \ldots, JS^k\}\rangle \]

corresponds to a tree of justification systems, called the nesting tree of \( JS \), such that

1. The root of the tree is \( \langle \mathcal{F}, \mathcal{F}_{dl}, R, B \rangle \);
2. Each element in \( \mathcal{F}_d \) is a defined fact in exactly one system;
3. Each element in \( \mathcal{F}_o \) is an open fact in every system;
4. A fact defined in a system \( JS_1 \) occurs as open fact in another system \( JS_2 \) if and only if \( JS_2 \) is an ancestor or descendant of \( JS_1 \);
5. The root has \( k \) children and for each \( 1 \leq i \leq k \) the subtree rooted in the \( i \)th child of the root is the nesting tree of \( JS^i \).

**Proof.** By combining the first and last point, the tree is uniquely determined. The rest of the conditions follow from the definition of nested justification systems. \( \square \)

Most of the time, we will refer to the unnested systems in the nesting tree, instead of the subsystems \( JS^i \) from the definition of nested systems. A system that is closer to the root than another system is said to have a higher level. The depth of a nested system is the depth of the nesting tree, that is, the length of the longest path in the nesting tree. For a unnested system, this is one. Let us look at a simple example of a nested justification system.

**Example 6.2.5.** Let \( JS = \langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{JS^1, JS^2\}\rangle \) be a nested system with \( \mathcal{F}_+ = \{x, a, b, c, d\} \), \( \mathcal{F}_{dl} = \{x, \sim x\} \), \( B = B_{KK} \), and \( R \) equal to the complementation of

\[ \{ x \leftarrow a, b \} . \]

The inner system \( JS^1 \) is equal to the unnested system with \( \mathcal{F}_{dl}^1 = \{a, \sim a\} \), \( B^1 = B_{cwf} \), and \( R^1 \) equal to the complementation of

\[ \{ a \leftarrow a \} . \]

The inner system \( JS^2 \) is a nested system \( \langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{JS^3, JS^4\}\rangle \) with \( \mathcal{F}_+^2 = \{b, c, d\} \), \( \mathcal{F}_{dl}^2 = \{b, \sim b\} \), \( B^2 = B_{KK} \), and \( R^2 \) equal to the complementation of

\[ \{ b \leftarrow c, d \} . \]
The system $\mathcal{JS}^3$ is unnested with $\mathcal{F}_{dl}^3 = \{c, \sim c\}$, $\mathcal{B}^3 = \mathcal{B}_{wf}$, and $R^3$ equal to the complementation of
\[
\{ c \leftarrow c \}.
\]
The system $\mathcal{JS}^4$ is the unnested system with $\mathcal{F}_{dl}^4 = \{d, \sim d\}$, $\mathcal{B}^4 = \mathcal{B}_{cwf}$, and $R^4$ equal to the complementation of
\[
\{ d \leftarrow d \}.
\]
The system $\mathcal{JS}$ has depth 3 and its nesting tree is equal to
\[
\langle \{x, a, b, c, d, \sim x, \sim a, \sim b, \sim c, \sim d\} \cup \mathcal{L}, \{x, \sim x\}, \mathcal{B}_{KK}, R \rangle
\]
\[
\langle \{x, a, \sim x, \sim a\} \cup \mathcal{L}, \{a, \sim a\}, \mathcal{B}_{cwf}, R^1 \rangle
\]
\[
\langle \{x, b, c, d, \sim x, \sim b, \sim c, \sim d\} \cup \mathcal{L}, \{b, \sim b\}, \mathcal{B}_{KK}, R^2 \rangle
\]
\[
\langle \{x, b, c, \sim x, \sim b, \sim c\} \cup \mathcal{L}, \{c, \sim c\}, \mathcal{B}_{wf}, R^3 \rangle
\]
\[
\langle \{x, b, d, \sim x, \sim b, \sim d\} \cup \mathcal{L}, \{d, \sim d\}, \mathcal{B}_{cwf}, R^4 \rangle
\]

Using the nesting tree to represent nested systems graphically is a bit unwieldy. A lot of information in this tree is superfluous. For example, the set of defined facts can be extracted from the set of rules. The open facts are exactly the defined facts of ancestor or descendant nodes plus the facts that are open everywhere. In principle, just the set of rules is enough to represent a nested system. If we are working with complementary rule sets, then we can also leave out the rules for one of $x$ and $\sim x$. This is illustrated in the following two examples.
Example 6.2.6. Let $\mathcal{JS} = (\mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{\mathcal{JS}^1\})$ be a nested justification system with $\mathcal{F}_+ = \{z, x, w, v\}$, $\mathcal{F}_{dl} = \{z, w, \sim z, \sim w\}$, and $R$ equal to the complementation of $\{z \leftarrow x, w \leftarrow x\}$. The inner system has $\mathcal{F}^1 = \mathcal{F}$, $\mathcal{F}^1_{dl} = \mathcal{F}^1_d = \{x, v, \sim x, \sim v\}$, $R^1$ the complementation of $\{x \leftarrow v, w \leftarrow v\}$. We can represent this as follows:

\[
\begin{align*}
\{ & z \leftarrow x \\
& w \leftarrow x \\
\{ & x \leftarrow v, w \\
& v \leftarrow v \}
\end{align*}
\]

The corresponding nesting tree is a graph with two nodes, where the top level system has the rules for $(\sim)z$ and $(\sim)w$, while the leaf system has the rules for $(\sim)x$ and $(\sim)v$. Here, we see that $z$ is an open fact in the top level. Similarly, $w$ is an open fact in the lowest level.

In the example above, the information of the branch evaluations is left out. This can be implicit or can be made explicit by adding ‘$B$: ’ before the braces.

Example 6.2.7. The graphical representation of the nested system of Example 6.2.5 is as follows:

\[
\begin{align*}
B_{KK}: & \quad \{ x \leftarrow a, b \\
& B_{cwf}: \quad \{ a \leftarrow a \} \\
B_{KK}: & \quad \{ b \leftarrow \sim c, d \\
& B_{wf}: \quad \{ c \leftarrow c \} \\
& B_{cwf}: \quad \{ d \leftarrow d \} \}
\end{align*}
\]

Nesting so far has been syntactically, and we still need to attach meaning to it. The way Denecker et al. (2015) do this, is by transforming it to a regular justification system. Essentially, the transformation compresses the nested system into a normal one, by starting from the leaves of the nesting tree.

Since every branch evaluation in a nested justification system is parametric, we know that there is an unique model if the interpretation of the open facts is fixed (see Proposition 2.5.4). The value of a fact in this model depends solely
on the values of the open facts. Therefore, we can represent the model by a set of rules for which the body only contains open facts. This representation is formed by transforming each justification into a single rule, by an operation called flattening.

**Definition 6.2.8.** Let $\mathcal{JS} = (\mathcal{F}, \mathcal{F}_d, R, \mathcal{B})$ be a justification system. The flattening $\text{Flat}(\mathcal{JS})$ is the justification system $\langle \mathcal{F}, \mathcal{F}_d, R^f, \mathcal{B} \rangle$, where

$$R^f = \{ x \leftarrow A \mid x \in \mathcal{F}_d, J \in \mathcal{J}_x, A = \{ \mathcal{B}(b) \mid b \in B_J(x) \} \}.$$ 

This is called flattening because every locally complete justification is reduced to a single rule, and because justifications in this new system have, when $\mathcal{B}$ is parametric, only branches of length two.

**Example 6.2.9.** Take the leaf system of the nesting tree of Example 6.2.6 and evaluate in $B_{\text{wf}}$. The only connected locally complete justifications are

$$x \rightsquigarrow v \rightsquigarrow w \rightsquigarrow \sim x \rightsquigarrow \sim w \rightsquigarrow \sim v$$

The left justification gives use the rules $x \leftarrow f$, $w \leftarrow f$, the middle one $\sim x \leftarrow \sim w$, and the right one $\sim x \leftarrow t$ and $\sim v \leftarrow t$. ▲

**Lemma 6.2.10.** If $\mathcal{B}$ is parametric, then every justification in $\text{Flat}(\mathcal{JS})$ only has branches of length two.

*Proof.* Take $x \in \mathcal{F}_d$. If $x \rightarrow y$ is the start of a $J$-branch, then there is a locally complete justification $J^*$ in $\mathcal{JS}$ with $x$ as internal node such that $y = \mathcal{B}(b)$ for some $J^*$-branch starting with $x$. Since $b$ is parametric, $\mathcal{B}(b)$ is open; concluding our proof. □

If these simple branches are mapped to their last element, then the flattening is strongly equivalent to the original system.

**Proposition 6.2.11.** If $\mathcal{B}$ is parametric and maps branches $x \rightarrow y$ to $y$, then $\mathcal{S}_{\mathcal{JS}} = \mathcal{S}_{\text{Flat}(\mathcal{JS})}$, i.e. $\mathcal{JS}$ is strongly equivalent to $\text{Flat}(\mathcal{JS})$.

*Proof.* Take an $\mathcal{F}$-interpretation $\mathcal{I}$ and $x \in \mathcal{F}_d$. Let $J$ be a $\mathcal{JS}$-justification such that $SV_{\mathcal{JS}}(x, \mathcal{I}) = \text{val}(J, x, \mathcal{I})$. Then by construction of $\text{Flat}(\mathcal{JS})$, this
J corresponds to a rule $x \leftarrow A$ in $\text{Flat}(J\mathcal{S})$ such that $A \subseteq \mathcal{F}_o$ and for all $y \in A$ it holds that $b(x \rightarrow y) \geq_t \text{val}(J, x, \mathcal{I})$. The rule $x \leftarrow A$ is a locally complete justification in $\text{Flat}(J\mathcal{S})$. Therefore, $\text{SV}_{\text{Flat}(J\mathcal{S})}(x, \mathcal{I}) \geq_t \text{val}(J, x, \mathcal{I}) = \text{SV}_{J\mathcal{S}}(x, \mathcal{I})$. Similarly, every locally complete justification in $\text{Flat}(J\mathcal{S})$ with $x$ as root is a single rule $x \leftarrow A$ such that $A = \{B(b) \mid b \in B_J(x)\}$ for some locally complete justification $J$ in $J\mathcal{S}$. Therefore, $\text{SV}_{J\mathcal{S}}(x, \mathcal{I}) \geq_t \text{SV}_{\text{Flat}(J\mathcal{S})}(x, \mathcal{I})$. □

As a consequence, flattening preserves the properties of the justification at hand. We should note, however, that the structure of the justification is lost: justifications in $\text{Flat}(J\mathcal{S})$ are condensed down. We will come back to this later.

**Proposition 6.2.12.** Let $J\mathcal{S}_1$ and $J\mathcal{S}_2$ be two parametric justification systems that map $x \rightarrow y$ to $y$. Then $J\mathcal{S}_1$ and $J\mathcal{S}_2$ are (strongly) equivalent if and only if $\text{Flat}(J\mathcal{S}_1)$ and $\text{Flat}(J\mathcal{S}_2)$ are (strongly) equivalent.

**Proof.** The strong equivalence result follows from Proposition 6.2.11 and by looking at the diagram below.

\[
\begin{array}{ccc}
S_{J\mathcal{S}_1} & \longrightarrow & S_{\text{Flat}(J\mathcal{S}_1)} \\
\uparrow & \equiv & \uparrow \\
\uparrow & \equiv & \uparrow \\
S_{J\mathcal{S}_2} & \longrightarrow & S_{\text{Flat}(J\mathcal{S}_2)}
\end{array}
\]

Proposition 6.2.11 implies that the models of $J\mathcal{S}$ and $\text{Flat}(J\mathcal{S})$ are equal, i.e. $J\mathcal{S}$ and $\text{Flat}(J\mathcal{S})$ are equivalent. The regular equivalence result follows then by looking at the diagram above by interpreting the equality signs as equivalences between the underlying systems instead. □

Because of these nice properties, we will actually demand that finite branches should be mapped to their last element by all branch evaluations involved in nested systems. Denecker et al. (2015) did not require this because they demanded that the flattening\(^2\) was to be evaluated using $B_{\text{sp}}$, which maps finite branches $x \rightarrow y$ to $y$. This suggest that they understood the issue that the flattening is not always strongly equivalent to the original system. By introducing the property that finite branches should be mapped to their last element, we circumvent this problem. Moreover, this property will also be important in Section 6.3, when we introduce an alternative view on nested systems.

\(^2\)The flattening construction was only implicitly used in that paper.
So far, we have a way to evaluate inner definitions, but not a way to eliminate the inner symbols from the outside definitions. The following example shows how to do that.

Example 6.2.13. Let us take another look at Example 6.2.6. By replacing the inner system with its flattening, we get

\[
\begin{align*}
&z \leftarrow x \\
&w \leftarrow x \\
&\sim z \leftarrow \sim x \\
&\sim w \leftarrow \sim x \\
&\left\{ \\
&\quad x \leftarrow f, w \\
&\quad v \leftarrow f \\
&\quad \sim x \leftarrow t \\
&\quad \sim x \leftarrow \sim w \\
&\quad \sim v \leftarrow t \\
&\right\} .
\end{align*}
\]

In the inner system, we see that the value of \(x\) is determined by the value of a case of \(x\). By replacing \(x\) in the top level by a case of \(x\), we eliminate \(x\) from the top level. For example, \(z \leftarrow x\) becomes \(z \leftarrow f, w\). Doing this for all rules and all cases for defined facts in the lower level we get the following system:

\[
\begin{align*}
&z \leftarrow f, w \\
&w \leftarrow f, w \\
&\sim z \leftarrow t \\
&\sim z \leftarrow \sim w \\
&\sim w \leftarrow \sim w
\end{align*}
\]

Note that the rules for \(\sim z\) and \(\sim w\) are doubled since \(\sim x\) has two cases. The newly formed system will take the facts of the lowest level implicitly into account. If you want this to be explicit, the inner system can be added as well. ▲

The construction in this example where rules are transformed by replacing facts of a lower level by a case for that fact is called unfolding and is formally defined below.

Definition 6.2.14. Let \(R\) be a set of rules, and \(R_\ell\) a set of rules for the facts \(X\) (the elements of \(X\) are the heads of the rules in \(R_\ell\)). Take a rule \(x \leftarrow A\) in \(R\). Let \(f\) be any function with domain \(A \cap X\) such that for all \(y \in A \cap X\), \(y \leftarrow f(y)\) is a rule in \(R_\ell\) (the function \(f\) chooses a rule for each \(y \in A \cap X\)). The unfolding of \(x \leftarrow A\) with respect to \(f\) is the rule

\[
\text{Unf}_f (x \leftarrow A) = x \leftarrow (A \setminus X) \cup \bigcup_{y \in A \cap X} f(y).
\]
Let $F_{x\leftarrow A}$ be the set of such functions $f$. Then the unfolding of $x \leftarrow A$ with respect to $R_\ell$ is the set
\[ \text{Unf}_{R_\ell} (x \leftarrow A) = \{ \text{Unf}_f (x \leftarrow A) \mid f \in F_{x\leftarrow A} \}. \]
The unfolding of $R$ with respect to $R_\ell$ is
\[ \text{Unfold}_{(X, R_\ell)} (R) = \bigcup_{x\leftarrow A \in R} \text{Unf}_{R_\ell} (x \leftarrow A). \]

In Example 6.2.13, the last set of rules is the unfolding of the inner set of rules on the outer set of rules. In that example, a nested justification system is transformed to an unnested one by unfolding, so we can define unfolding also on systems with a single nesting. However, in order to keep the set of defined facts the same, we keep the rules of the inner systems.

**Definition 6.2.15.** Let $\mathcal{JS} = \langle F, F_d, F_{dl}, R, B, \{ \mathcal{JS}^1, \ldots, \mathcal{JS}^k \} \rangle$ be a two-level nested justification system. The unfolding of $\mathcal{JS}$ is
\[ \text{Unfold} (\mathcal{JS}) = \langle F, F_d, R^* \cup \text{Unfold}_{(F_d \setminus F_{dl}, R^*)} (R), B \rangle, \]
where $R^* = \bigcup_{i=1}^k R_i$.

Intuitively, it unfolds the rules of the child systems into the top system and keeps the rules for the lower level facts ($R^*$).

**Example 6.2.16.** The unfolding of the nested system from Example 6.2.13 is given below (the rules for negative facts are left out for brevity).
\[
\begin{cases}
  z \leftarrow f, w \\
  w \leftarrow f, w \\
  x \leftarrow f, w \\
  v \leftarrow f
\end{cases}
\]
▲

This operation reduces the depth of the nesting tree and thus will serve as a basis for defining the compression of a nested justification system.

**Definition 6.2.17.** Let $\mathcal{JS} = \langle F, F_d, F_{dl}, R, B, \{ \mathcal{JS}^1, \ldots, \mathcal{JS}^k \} \rangle$ be a nested justification system. The compression $\text{Compress} (\mathcal{JS})$ is defined inductively to be the justification system
\[ \text{Unfold} (\langle F, F_d, F_{dl}, R, B, \{ \text{Flat}(\text{Compress} (\mathcal{JS}^1)), \ldots, \text{Flat}(\text{Compress} (\mathcal{JS}^k)) \} \rangle). \]
Note that this definition is well-defined since the subsystems $\mathcal{JS}^i$ will have a smaller depth than $\mathcal{JS}$. The compression starts by flattening the leaf systems and unfolding them onto their parents. This is repeated until there is no nesting. Denecker et al. (2015) demand that all branch evaluations involved should be parametric, but in principle, the top level justification system does not need to be parametric. Denecker et al. (2015) use the compression to give meaning to nested justification systems: to get notions such as justification, supported value, and models into nested systems realm. Let us take a look at an example.

**Example 6.2.18.** Let us look at Example 6.2.1, where we used an auxiliary symbol for $\sim p$. We can use the following nested system:

\[
\begin{aligned}
\{ & p \leftarrow \sim T \\
& \{ & T \leftarrow \sim p \} \}
\end{aligned}
\]

The compression of this system is

\[
\begin{aligned}
\{ & p \leftarrow p \\
& T \leftarrow \sim p \}
\end{aligned}
\]

By evaluating the compression under $\mathcal{B}_{wf}$, we get the intended model in which $p$ is $f$. The justification for $p$ will not contain any trace of $T$. In this case, this is fine, but in more complicated predicate introductions or reifications, understanding the justifications becomes difficult. ▲

**Example 6.2.19.** Let $\mathcal{JS}$ be the nested system from Example 6.2.5 (the graphical representation is shown in Example 6.2.7). The compression starts by flattening the leaf systems of the nesting tree. So we obtain the system

\[
\begin{aligned}
\mathcal{B}_{KK}: & \left\{ \begin{array}{l}
x \leftarrow a, b \\
\mathcal{B}_{cwf}: & \left\{ a \leftarrow t \right\} \\
\mathcal{B}_{KK}: & \left\{ b \leftarrow \sim c, d \right\} \\
\mathcal{B}_{KK}: & \left\{ \begin{array}{l}
\mathcal{B}_{wf}: & \left\{ c \leftarrow f \right\} \\
\mathcal{B}_{cwf}: & \left\{ d \leftarrow t \right\} 
\end{array} \right\}
\end{array} \right\}
\end{aligned}
\]

Then we unfold the inner system

\[
\begin{aligned}
\mathcal{B}_{KK}: & \left\{ \begin{array}{l}
b \leftarrow \sim c, d \\
\mathcal{B}_{wf}: & \left\{ c \leftarrow f \right\} \\
\mathcal{B}_{cwf}: & \left\{ d \leftarrow t \right\}
\end{array} \right\}
\end{aligned}
\]

to get the system

\[
\begin{aligned}
\mathcal{B}_{KK}: & \left\{ \begin{array}{l}
b \leftarrow t \\
c \leftarrow f \\
d \leftarrow t
\end{array} \right\}
\end{aligned}
\]
So far, we have

\[
B_{KK} : \begin{cases}
  x \leftarrow a, b \\
  B_{cwf} : \begin{cases}
    a \leftarrow t \\
    b \leftarrow t \\
  \end{cases} \\
  B_{KK} : \begin{cases}
    c \leftarrow f \\
    d \leftarrow t \\
  \end{cases}
\end{cases}
\]

Since both inner systems are already flattened, we unfold this system to get the compression of \( JS \):

\[
B_{KK} : \begin{cases}
  x \leftarrow t \\
  a \leftarrow t \\
  b \leftarrow t \\
  c \leftarrow t \\
  d \leftarrow t
\end{cases}
\]

The single justification with \( x \) as root is equal to

\[
\begin{array}{c}
  x \\
  \downarrow \\
  t
\end{array}
\]

The only thing this justification explains is that \( x \) has to be true in a model, but it gives no reason why this is the case. This information is lost because we have compressed the nested system. One can expect to lose more information if there is a large nesting depth.

\[\blacksquare\]

### 6.3 Alternative View on Nested Systems

Example 6.2.19 shows that the justifications in Compress(\( JS \)) completely lost their use to serve as explanations. However, we identified this to be one of the motivating properties for why to use justification theory. Therefore, it raises the question if we can evaluate nested justification systems differently, without compressing and losing details in the process. If we want all the possible details available in the justifications, we should put all the rules of each system together in a single unnested justification frame. This new frame, then, should be evaluated with a new branch evaluation. This brings us to our final research question.

**Nested Justification Semantics without Quality Loss**

By combining all the rules in a nested system, we get a single unnested justification frame. The question remains if there is a branch evaluation
such that this new system is strongly equivalent with the compression. If such a branch evaluation exists, then nested systems can be looked at from an alternative standpoint without the loss of quality in justifications which the compression suffers from.

Let us go back to Example 6.2.18. If all the rules are thrown together, we get the complementation of

$$\left\{ \begin{array}{l}
p \leftarrow T \\
T \leftarrow \neg p
\end{array} \right\}.$$  

In the compression, $p$ has supported value $f$. But now we get branches $p \rightarrow \neg T \rightarrow p \rightarrow \neg T \rightarrow \cdots$, which is evaluated to $u$ under $B_{wf}$. The well-founded semantics tries to minimise truth. It becomes unclear if we want to minimise the truth of $p$ or $T$. Well-founded semantics cannot make such a distinction. The nesting, however, makes it clear which symbol is more important to minimise truth for: the fact that is closest to the root system is minimised first. In order to simulate the compression in the new branch evaluation, we can leave out all the occurrences of $\neg T$ to get the branch $p \rightarrow p \rightarrow \cdots$.

A similar idea can be achieved in arbitrary nestings.

**Definition 6.3.1.** Let $\mathcal{JS} = \langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{\mathcal{JS}^1, \ldots, \mathcal{JS}^k\} \rangle$ be a nested justifications system. Take an $\mathcal{F}$-branch $b$. We define the *merge branch evaluation* $B^*$ so that

- if $b$ is finite, then $B^*(b)$ is equal to the last element of $b$.

- if $b$ is infinite, then let $\mathcal{JS}'$ be the highest level justification system in the nesting tree of $\mathcal{JS}$ such that $b$ contains infinitely many elements of locally defined facts of $\mathcal{JS}'$ (Such a system $\mathcal{JS}'$ exists, see discussion below definition). Let $b'$ be the branch obtained from $b$ by removing all facts outside $\mathcal{JS}'$. Then $B^*(b) = B'(b')$, where $B'$ is the branch evaluation of $\mathcal{JS}'$.

The *merge* $\text{Merge}(\mathcal{JS})$ of $\mathcal{JS}$ is the justification system $\langle \mathcal{F}, \mathcal{F}_d, R^*, B^* \rangle$, where $R^*$ is the union of all the rules in $\mathcal{JS}$.

Technically, this does not constitute a branch evaluation as in Definition 2.2.11. However, by demanding that the fact space has a nesting tree structure of defined facts attached to it, it is just as general. We can say that branches in a nested justification system are sequences of facts $x_0 \rightarrow x_1 \rightarrow \cdots$ such that the level of $x_i$ is equal to, a descendant, or ancestor of the level of $x_{i+1}$. With this restriction, the highest level in the definition of the merge branch evaluation
always exist. If two such levels exist that are not descendant or ancestor of each other, then the branch will have a higher level that occurs infinitely often. This level will be a common ancestor of the two.

Note that the definition of merge does not have the limitation that the underlying branch evaluations are parametric as in the compression.

**Example 6.3.2.** Take a nested justification system where the inner system is not parametric.

\[
B_{st}: \begin{cases} r \leftarrow x \\ s \leftarrow y \end{cases} \quad B_{wt}: \begin{cases} x \leftarrow \sim y \\ y \leftarrow \sim x \end{cases}
\]

The inner system has three models \(I\) with \(I(x) = \sim I(y)\), where \(I(x) \in \{t, u, f\}\). Intuitively, you would expect that each model of the inner system gives rise to a model of the nesting by substituting the values of \(x\) and \(y\) into the outer system. When taking the merge, this is exactly what happens, even though the inner system is not parametric: The only justification for \(r\) in the merge is

\[
r \rightarrow x \rightarrow \sim y \rightarrow x \rightarrow \sim y \rightarrow \ldots
\]

The merge branch evaluates this to \(B_{st}(x \rightarrow \sim y \rightarrow x \rightarrow \sim y \rightarrow \ldots) = \sim y\); hence \(SV_{\text{Merge}}(r, I) = \sim I(y)\). Similarly, \(SV_{\text{Merge}}(s, I) = \sim I(x)\). This shows that each model of the merge is produced by substituting a model of the inner system into the outer system. ▲

As of now, we do not have any applications for nestings of non-parametric branch evaluations. So for the remainder of this text, we will assume that all branch evaluations involved are parametric.

Note that the merge can also be seen as a recursive definition like the compression.

**Lemma 6.3.3.** Let \(\mathcal{JS} = \langle F, F_d, F_{dl}, R, B, \{\mathcal{JS}^1, \ldots, \mathcal{JS}^k\}\rangle\) be a nested system. Then \(\text{Merge}(\mathcal{JS})\) and

\[
\text{Merge}(\langle F, F_d, F_{dl}, R, B, \{\text{Merge}(\mathcal{JS}^1), \ldots, \text{Merge}(\mathcal{JS}^k)\}\rangle)
\]

are equal (not just strongly equivalent).

Our research question then becomes, when are \(\text{Merge}(\mathcal{JS})\) and \(\text{Compress}(\mathcal{JS})\) strongly equivalent.
6.3.1 Shrinking Justifications

To prove the strong equivalence between Compress($\mathcal{JS}$) and Merge($\mathcal{JS}$) we need a way to convert justifications from one system to the other. Going from Merge($\mathcal{JS}$) to Compress($\mathcal{JS}$) should be relatively easy since justifications in Merge($\mathcal{JS}$) contain more information. By removing this extra information, we can reduce the justification. This is illustrated in the next example.

Example 6.3.4. Take the nested system

$$\begin{cases}
z \leftarrow x, y \\
y \leftarrow w \\
x \leftarrow x \\
w \leftarrow a, b
\end{cases},$$

where both levels are evaluated with $\mathcal{B}_{\text{wf}}$. Let us look at the following justification for $z$ in the merge system.

```
    z
   / \   \\
  y   x
 /\    \\
 w   
```

The loop on the right side is evaluated to $f$. So to eliminate $x$ from the justification, we can replace this loop with the fact $f$. On the left side, $w$ can be replaced by $a$ and $b$. This will produce the justification

```
    z
   / \   \\
  y   f
 /\    \\
 a   b
```

This is a justification of the compression

$$\begin{cases}
z \leftarrow f, y \\
y \leftarrow a, b
\end{cases}.$$
These justifications can be reduced to a single set, by evaluating their branches, in the same manner as in the flattening. Then replacing facts of lower systems by such a set, we get a justification in compression as above.

The idea in this example is formalised in the *shrinking* of a justification. In the example above, we evaluated certain subjustifications.

**Definition 6.3.5.** Let $\mathcal{JS} = \langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_dl, R, B, \{\mathcal{JS}^1, \ldots, \mathcal{JS}^k\} \rangle$ and $J$ a locally complete justification in $\operatorname{Merge}(\mathcal{JS})$. Let $\mathcal{JS}^*$ be a node of the nesting tree of $\mathcal{JS}$ that has children, but no grandchildren. Let $\mathcal{JS}^1, \ldots, \mathcal{JS}^m$ be the children of $\mathcal{JS}^*$ and let $X$ be the set of internal nodes of $\mathcal{JS}$ that are defined in some $\mathcal{JS}^i$. For each $x \in X$ defined in $\mathcal{JS}^1$, let $P(x)$ be the set of maximal $J$-paths starting with $x$ that consist of

- an infinite number of defined facts of $\mathcal{JS}^1$, or
- a finite number of defined facts of $\mathcal{JS}^i$ and an open fact in $\mathcal{JS}^i$.

This means that $P(x)$ forms a justification $J_x$ inside $\mathcal{JS}^i$. The justification $J_x$ is called the *subjustification* for $x$ in $J$.

In correspondence with the flattening in the compression, each of the subjustifications can be reduced to a single rule.

**Definition 6.3.6.** Let $\mathcal{JS} = \langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_dl, R, B, \{\mathcal{JS}^1, \ldots, \mathcal{JS}^k\} \rangle$ and $J$ a locally complete justification in $\operatorname{Merge}(\mathcal{JS})$. Let $\mathcal{JS}^*$ be a node of the nesting tree of $\mathcal{JS}$ that has children, but no grandchildren. Let $\mathcal{JS}^1, \ldots, \mathcal{JS}^m$ be the children of $\mathcal{JS}^*$ and let $X$ be the set of internal nodes of $\mathcal{JS}$ that are defined in some $\mathcal{JS}^i$. Each subjustification $J_x$ for $x$ in $J$ corresponds to a rule $x \leftarrow B_x$ in $\operatorname{Flat}(\mathcal{JS}^i)$. Define $\operatorname{Shrink}_{\mathcal{JS}^*}(J)$ to be the justification obtained from $J$ where

- every rule $y \leftarrow A$ in $J$ is retained if $y$ is defined outside $\mathcal{JS}^*$ or its children.
- every rule $y \leftarrow A$ in $J$ with $y$ defined in $\mathcal{JS}^*$ is replaced by $y \leftarrow A \setminus X \cup \bigcup_{x \in A \cap X} B_x$;
- together with the rules $x \leftarrow B_x$. 

\[
\begin{array}{c}
y \\
\downarrow \\
a \quad b \\
\downarrow \\
x
\end{array}
\]
The construction of Shrink follows the construction of compression: the evaluation of the subjustifications is in line with the flattening, while the shrinking itself is like the unfolding. The addition of the rules \( x \leftarrow B_x \) corresponds to adding the rules of the flattening in the compression.

When shrinking we start with a locally complete justification, and so we would like to end up with a locally complete justification. If the shrinking is not locally complete, then there is a subjustification \( J_x \) that has a branch \( b \) starting with \( x \) that is mapped to a defined fact that is not internal in \( \text{Shrink}_{JS^*}(J) \). If \( b \) is finite, then by locally completeness of \( J \), the last element of \( b \) is also internal in \( J \). Therefore, it is only possible that \( b \) is infinite. All branch evaluations considered are parametric, and thus \( b \) is mapped to an open fact. Branch evaluations tend to map branches to some element in the branch (or the negation) or some logical fact. For a branch evaluation to map to another fact requires for that fact to have a special status in the given justification frame, by adding extra structure on the underlying facts space. This is because branch evaluations are defined independent of justification frames. Since we are dealing with parametric branch evaluations, we cannot map to elements of an infinite branch since they are all defined. Therefore, the only feasible image of an infinite branch is a logical fact.

**Lemma 6.3.7.** If the branch evaluation of the children of \( JS^* \) map infinite branches into \( \mathcal{L} \), then \( \text{Shrink}_{JS^*}(J) \) is locally complete.

**Proof.** If \( \text{Shrink}_{JS^*}(J) \) has a defined leaf, then there is a finite branch \( b^* \) in \( \text{Shrink}_{JS^*}(J) \) ending in a defined leaf. This means that there is either a finite \( J \)-branch ending in the same leaf, or an infinite \( J \)-branch for which the highest level with an infinite number of elements is a child of \( JS^* \) and evaluating the restriction of this branch to these elements will produce this defined leaf. The former is not possible since \( J \) is locally complete and the latter is not possible by our assumptions.

This property will also be needed when we do the reverse construction of shrinking. Let us provide another example.

**Example 6.3.8.** Take the following nested system

\[
\begin{align*}
&\left\{ \begin{array}{c}
z \leftarrow y \\
w \leftarrow x
\end{array} \right. \\
&\left\{ \begin{array}{c}
y \leftarrow x \\
x \leftarrow w, y
\end{array} \right.
\end{align*}
\]

where every level is evaluated under \( \mathcal{B}_{\text{wdf}} \). Take the following justification for \( z \) in the Merge:
The subjustifications for $x$ and $y$ are the same and equal to

By evaluating the branches starting with $y$ (respectively $x$), we get rules $y \leftarrow f, w$ and $x \leftarrow f, w$ in the flattening of the inner system. Shrinking the justification for $z$ will produce (the rules for $x$ and $y$ are left out for clarity)

In both examples above, we had a single nesting. If multiple nesting occur, it is not directly clear in which system the shrunken justification is in. For example, if our nesting tree looks like
and we want to shrink with respect to $\mathcal{JS}_8$, then the shrinking brings us in the merge of the nested system with the nesting tree

$$
\begin{array}{c}
\mathcal{JS}_1 \\
\mathcal{JS}_2 & \mathcal{JS}_3 \\
\mathcal{JS}_4 & \mathcal{JS}_5 & \mathcal{JS}_6 & \mathcal{JS}_7 \\
\mathcal{JS}_8 & \mathcal{JS}_9 \\
\mathcal{JS}_{10} & \mathcal{JS}_{11}
\end{array}
$$

where $\mathcal{JS}'_8$ is the compression of the system with the nesting tree

$$
\begin{array}{c}
\mathcal{JS}_8 \\
\mathcal{JS}_{10} & \mathcal{JS}_{11}
\end{array}
$$

Shrinking a justification will not produce a justification with a worse value if we demand that every finite branch should be mapped to its last element by all branch evaluations involved.

**Proposition 6.3.9.** Let $\mathcal{JS}$ be a nested justification system with all branch evaluations involved parametric, mapping infinite branches to logical facts, and finite branches to their last element. Let $\mathcal{JS}^*$ be a justification system in the nesting tree of $\mathcal{JS}$ for which we can shrink. Let $\text{Shrink}_{\mathcal{JS}^*}(\mathcal{JS})$ be the nested justification system after shrinking. Take a justification $J$ for $x$ in $\text{Merge}(\mathcal{JS})$. Then $\text{val}_{\text{Merge}(\mathcal{JS})}(J, x, I) = \text{val}_{\text{Merge}(\text{Shrink}_{\mathcal{JS}^*}(\mathcal{JS}))}(\text{Shrink}_{\mathcal{JS}^*}(J), x, I)$ for all $\mathcal{F}$-interpretations $I$. 
Proof. There is a correspondence between branches of $J$ and $\text{Shrink}_{\mathcal{JS}^*}(J)$. Every $J$-branch $b$ can be shrunk to a $\text{Shrink}_{\mathcal{JS}^*}(J)$-branch $b^*$. Likewise, every $\text{Shrink}_{\mathcal{JS}^*}(J)$-branch $b^*$ comes from a $J$-branch $b$. Moreover, $B(b) = B^*(b^*)$. Indeed, take an arbitrary $J$-branch $b$. For finite branches, this is obvious; so assume it is infinite. If it contains infinite facts from a system higher than the children of $\mathcal{JS}^*$, then equality is also obvious. Therefore, we can assume that $b$ contains infinite facts from some child $\mathcal{JS}^i$ of $\mathcal{JS}^*$. This means $b^*$ is finite and its evaluation under $B^*$ is equal to $B(b)$.

So far, we only shrink a single level, but by applying the shrink operation iteratively, a justification in $\text{Merge}(\mathcal{JS})$ is transformed to a justification in $\text{Compress}(\mathcal{JS})$.

**Definition 6.3.10.** Let $J$ be a justification in $\text{Merge}(\mathcal{JS})$. Choose a justification system $\mathcal{JS}^*$ with children, but not grandchildren in the nesting tree of $\mathcal{JS}$. Then $\text{Shrink}_{\mathcal{JS}^*}(\mathcal{JS})$ will have a smaller nesting tree than $\mathcal{JS}$. By iterating this procedure until the nesting tree is a single node, we get a justification in $\text{Compress}(\mathcal{JS})$, which we will denote by $\text{Shrink}(J)$.

The above definition is well-defined since the order of the local shrinking operations does not matter. This is because the local shrinking operation only affects the rules for facts defined in $\mathcal{JS}^*$ or its children. By Proposition 6.3.9, the value of $J$ and $\text{Shrink}(J)$ are equal. This solves one side of the strong equivalence.

**Corollary 6.3.11.** $\text{SV}_{\text{Merge}(\mathcal{JS})}(x, \mathcal{I}) \leq \text{SV}_{\text{Compress}(\mathcal{JS})}(x, \mathcal{I})$ for all defined facts $x$ and interpretations $\mathcal{I}$.

Proof. For every justification $J$ in $\text{Merge}(\mathcal{JS})$, we can construct an equally good justification in $\text{Compress}(\mathcal{JS})$: $\text{Shrink}(J)$.

### 6.3.2 Expanding Justifications

The other direction is not as straightforward since we have to start from a justification in $\text{Compress}$ and we have to ‘inflate’ it to a justification of $\text{Merge}$. One way to achieve this, is by ‘pasting’ in subjustifications. However, this can lead to problems when working with graph-like justifications as illustrated by the next example.
Example 6.3.12. Take the nested system

\[
\begin{aligned}
x &\leftarrow a \\
y &\leftarrow b \\
&\quad \begin{aligned}
a &\leftarrow x \\
a &\leftarrow t \\
b &\leftarrow a \\&\end{aligned}
\end{aligned}
\]

The compression is equal to

\[
\begin{aligned}
x &\leftarrow x \\
x &\leftarrow t \\
y &\leftarrow x \\
y &\leftarrow t \\&\end{aligned}
\]

Take the following justification for \( y \) in the compression:

\[
\begin{aligned}
y \\
x \\
t \\&\end{aligned}
\]

The rule for \( y \) in \( J \) comes from the rule \( z \leftarrow b \) in the top level and the subjustification

\[
\begin{aligned}
b \\
a \\
x \\&\end{aligned}
\]

On the other hand, the rule for \( x \) in \( J \) comes from the rule \( x \leftarrow a \) in the top level and the subjustification

\[
\begin{aligned}
a \\
t \\&\end{aligned}
\]

These subjustifications are not compatible: the rules for \( a \) are different. So putting the subjustifications into the justification for \( y \) in the compression produces a tree-like justification in the merge.
In this example, we can still produce an equally good justification by pasting the subjustifications together in the correct order to get the subjustification

\[\begin{array}{c}
\downarrow \\
\downarrow \\
\downarrow \\
b \\
a \\
t
\end{array}\]

Pasting this subjustification for the rule \( y \leftarrow x \) we get the justification in the merge

\[\begin{array}{c}
\downarrow \\
\downarrow \\
\downarrow \\
y \\
b \\
a \\
t
\end{array}\]

Shrinking this justification produces an equally good justification as \( J \)

\[\begin{array}{c}
\downarrow \\
\downarrow \\
y \\
x \\
t
\end{array}\]

▲

As shown in the previous example, for a justification \( J \) in \( \text{Merge}(\mathcal{JS}) \), it suffices to construct a justification \( J^* \) in \( \text{Merge}(\mathcal{JS}) \) such that \( \text{Shrink}(J^*) = J \). This
would imply that \( \text{val}_{\text{Compress}(\mathcal{JS})}(J, x, \mathcal{I}) = \text{val}_{\text{Merge}(\mathcal{JS})}(J^*, x, \mathcal{I}) \) and solve the missing part of the strong equivalence between Compress(\( \mathcal{JS} \)) and Merge(\( \mathcal{JS} \)). We have illustrated how it can work in Example 6.3.12, but found that in general the construction only works for tree-like justifications. However, it is sufficient to construct a justification \( J^* \) such that \( \text{val}_{\text{Compress}(\mathcal{JS})}(J, x, \mathcal{I}) \leq_t \text{val}_{\text{Compress}(\mathcal{JS})}(\text{Shrink}(J^*), x, \mathcal{I}) \).

But let us first work with tree-like justifications. As with Shrink, we will first define the operation locally. So let \( \mathcal{JS} \) be a nested justification system so that the unnested leaves of its nesting tree are compressions of nested justification systems.\(^3\) Let \( \mathcal{JS}^* \) be such a leaf which is a compression of a nested system with depth \( > 1 \). Take a justification \( J \) in Merge(\( \mathcal{JS} \)). Suppose \( \mathcal{JS}^* \) is the compression of \( \langle F, F_d, F_{dl}, R, B, \{ \mathcal{JS}_1^1, \ldots, \mathcal{JS}_k^1 \} \rangle \). We define Expand(\( J \)) to be a justification in Merge of the system obtained from \( \mathcal{JS} \) with \( \mathcal{JS}^* \) replaced by the nested system with nesting tree

\[
\begin{array}{c}
\mathcal{JS}_t \\
\mathcal{JS}_1^1 \vdots \mathcal{JS}_k^1
\end{array}
\]

where \( \mathcal{JS}_t \) is the top level of \( \mathcal{JS}^* \) and \( \mathcal{JS}_i^1 \) is the compression of \( \mathcal{JS}_i^1 \).

Any \( z \leftarrow A \) in \( J \) with \( z \) defined in \( \mathcal{JS}^* \) corresponds to a rule \( z \leftarrow B \) in \( \mathcal{JS}_t \) such that for a subset \( X \) of \( B \) and all \( x \in X \), there is a justification \( J_x \) in some \( \mathcal{JS}_i^1 \) for \( x \) such that \( A = B \setminus X \cup \{ B(b) \mid b \in B_{f_x}(x) \} \mid x \in X \). By replacing \( z \leftarrow A \) with \( z \leftarrow B \) and putting \( J_x \) under \( x \in X \), we get a justification Expand_{\mathcal{JS}_t}(J).

Remark that the property that infinite branches are mapped to logical facts is necessary here. If not, then the construction above can put an infinite branch in between an infinite branch. This is will not create a branch, but a sequence with a higher ordinal number than \( \omega \).

Shrinking the obtained justification returns the original justification.

**Proposition 6.3.13.** Let \( J \) be a tree-like justification and let \( \mathcal{JS}_t \) and \( \mathcal{JS}^* \) be defined as above. Then \( \text{Shrink}_\mathcal{JS}_t(\text{Expand}_\mathcal{JS}_t(J)) = J \).

**Proof.** Shrinking Expand_{\mathcal{JS}_t}(J) corresponds to removing the justifications \( J_x \) and replacing \( z \leftarrow B \) with \( z \leftarrow A \) as in the construction above. \( \square \)

**Corollary 6.3.14.** Let \( J \) be a tree-like justification. Then \( \text{val}(J, x, \mathcal{I}) = \text{val}(\text{Expand}_\mathcal{JS}_t(J), x, \mathcal{I}) \).\(^3\)These are exactly the systems one can get from shrinking a nested justification system.
Proof. This follows directly from Propositions 6.3.9 and 6.3.13.

If multiple nestings are present, it can become confusing in which system \( \text{Expand}(J) \) is a justification. The following example provides some clarification.

**Example 6.3.15.** Let \( \mathcal{JS} \) be the nested justification system with nesting tree

\[
\begin{array}{c}
\mathcal{JS}_1 \\
\quad \downarrow \\
\mathcal{JS}_2 \quad \mathcal{JS}_3 \\
\quad \downarrow \\
\mathcal{JS}_4 \quad \mathcal{JS}_5'
\end{array}
\]

where \( \mathcal{JS}_5' \) is the compression of the system with nesting tree

\[
\begin{array}{c}
\mathcal{JS}_5 \\
\quad \downarrow \\
\mathcal{JS}_6 \quad \mathcal{JS}_7 \\
\quad \downarrow \\
\mathcal{JS}_8 \quad \mathcal{JS}_9 \quad \mathcal{JS}_{10} \quad \mathcal{JS}_{11} \\
\quad \downarrow \\
\mathcal{JS}_{12} \quad \mathcal{JS}_{13}
\end{array}
\]

Expanding a justification in \( \text{Merge}(\mathcal{JS}) \) gets us in the Merge of the system with nesting tree

\[
\begin{array}{c}
\mathcal{JS}_1 \\
\quad \downarrow \\
\mathcal{JS}_2 \quad \mathcal{JS}_3 \\
\quad \downarrow \\
\mathcal{JS}_4 \quad \mathcal{JS}_5 \\
\quad \downarrow \\
\mathcal{JS}_6' \quad \mathcal{JS}_7'
\end{array}
\]

where \( \mathcal{JS}_6' \) is the compression of the system with nesting tree
Similarly to Shrink, applying Expand iteratively, we can transform a justification in Compress($\mathcal{JS}$) to a justification in Merge($\mathcal{JS}$).

**Definition 6.3.16.** Let $J$ be a justification in Compress($\mathcal{JS}$). By iteratively applying expand we get a justification in Merge($\mathcal{JS}$), which we will denote by Expand($J$).

By Corollary 6.3.14, the value of $J$ and Expand($J$) are equal. This solves the other side of the strong equivalence between Merge($\mathcal{JS}$) and Compress($\mathcal{JS}$), but only for tree-like justifications.

**Corollary 6.3.17.** $SV^t_{\text{Compress}(\mathcal{JS})}(x, \mathcal{I}) \leq_t SV^t_{\text{Merge}(\mathcal{JS})}(x, \mathcal{I})$ for all defined facts $x$ and interpretations $\mathcal{I}$.

This implies that we have solved our last research question for tree-like justifications.

**Theorem 6.3.18.** For tree-like justifications, Compress($\mathcal{JS}$) and Merge($\mathcal{JS}$) are strongly equivalent.

**Proof.** This is proven by combining Corollaries 6.3.11 and 6.3.17. 

In order for the expansion construction to work for graph-like justifications, we need a way to paste the subjustifications so that their values do not deteriorate. In previous chapters, we have seen splittable branch evaluations have good properties regarding this aspect. In combination of our other properties, splittability simplifies to transitivity.
Proposition 6.3.19. If \( B \) is splittable and it maps finite branches to their last element, then \( B \) is transitive.

Proof. No branch can be decided (except at the last element of a finite branch) since you can always add different finite branches after it because finite branches are mapped to their last element. By splittability, every branch is everywhere transitive; hence \( B \) is transitive.

Together with the other demands for branch evaluations in nested system, we get a new branch evaluation type.

Definition 6.3.20. A branch evaluation \( B \) is nestable if it is parametric, transitive (splittable), maps finite branches to last element, and infinite branches into \( L \).

In Example 6.3.12, we have seen that we can paste together the subjustifications and then put this in the justification of the compression. This will produce a justification that if shrunken is as good as the original justification, but not equal. However, as we will see later, it is sufficient that Shrink(\( J^* \)) only adds branches that are better than the value of \( J \).

To prove \( SV_{\text{Compress}}(\mathcal{JS}) (x, I) \leq_t SV_{\text{Merge}}(\mathcal{JS}) (x, I) \), we can split it up into three cases, depending on the value of \( SV_{\text{Compress}}(\mathcal{JS}) (x, I) = \ell \). If \( \ell = f \), nothing has to be proved. If \( \ell = u \), then we need to prove that \( SV_{\text{Merge}}(\mathcal{JS}) (x, I) \geq_t u \). If \( \ell = t \), then we need to prove that \( SV_{\text{Merge}}(\mathcal{JS}) (x, I) = t \) as well. Before, we look more into the more general case, let us try to prove it for a few specific cases in system having a single nesting.

6.3.3 Kripke-Kleene Case

Let us start with \( B_{\text{KK}} \), the simplest nestable branch evaluation. In the case that \( \ell = t \), it means that there exist a justification without infinite branches and all leaves interpreted \( t \) in \( I \). By pasting the subjustifications from the leaves up, we can get a good justification in Merge.

Proposition 6.3.21. Take a nested system \( \mathcal{JS} \) of depth 2 with \( B_{\text{KK}} \) at the top level, and nestable branch evaluations in the lower levels. If \( SV_{\text{Compress}}(\mathcal{JS}) (x, I) = t \), then \( SV_{\text{Merge}}(\mathcal{JS}) (x, I) = t \).

Proof. By Lemma 2.6.16 and transitivity of \( B_{\text{KK}} \), there is a locally complete justification \( J \) such that \( \text{val}_{\text{Compress}}(\mathcal{JS}) (J, y, I) = t \) for all the internal nodes \( y \) of \( J \) and \( x \) is an internal node of \( J \). This means that \( J \) has no infinite branches.
We define the relation \( y \prec z \) if \( y \) is a descendant of \( z \) in \( J \). This relation is well-founded since it has no infinite descending chains because \( J \) does not have infinite branches. By the axiom of choice, this relation can be extended to a well-order, i.e. the set of internal nodes of \( J \) is equal to \( \{ x_i \mid i \leq \beta \} \) for some ordinal \( \beta \). For any \( x_i \) with \( i \leq \beta \), the rule \( x_i \leftarrow A_i \) in \( J \) corresponds to a rule \( x_i \leftarrow B_i \) in the top level and a set \( C_i \subseteq B_i \) such that for all \( y \in C_i \), there is a justification of a lower level \( K_{i,y} \) such that \( A_i = B_i \setminus \bigcup y \in C_i \{ B(b) \mid b \in B_{K_{i,y}}(y) \} \). Let \( K_i \) be a pasting of the justifications \( K_{i,y} \) for all \( y \in C_i \). Any order of pasting is valid. This is possible by fixing a well-order on \( C_i \). Define \( J_i \) inductively as follows.

1. \( J_0 = K_0 \);
2. \( J_{i+1} = J_i \uparrow K_{i+1} \) for \( i < \beta \);
3. \( J_\alpha = (\cup_{i<\alpha} J_i) \uparrow K_\alpha \)

The justification \( J_\beta \) is a ‘justification’ of all the lower systems combined. By replacing \( x_i \leftarrow A_i \) with \( x_i \leftarrow B_i \) in \( J \) and pasting \( J_\beta \) on to it, we get a justification \( J^* \) in \( \text{Merge}(\mathcal{JS}) \). Compared to \( J \), Shrink(\( J^* \)) will have extra edges and some edges removed. The edges that are removed will have no detrimental effect on the value of the justification. For each ordinal \( i \) and \( y \in C_i \), we have that \( \{ B(b) \mid b \in B_{J_\beta}(y) \} \subseteq \{ B(b) \mid b \in B_{K_i}(y) \} \cup \bigcup j<i \{ B(b) \mid b \in B_{J_j}(y) \} \). Therefore, the new edges will be from \( x_i \) to \( x_j \) with \( i > j \). Hence, Shrink(\( J^* \)) will also have no infinite branches, because that would imply the existence of a infinite descending chain. The justification Shrink(\( J^* \)) might have new finite branches compared to \( J \), but they will have a final element equal to a final element of some finite branch in \( J \). This means that \( \text{val}_{\text{Compress}(\mathcal{JS})}(\text{Shrink}(J^*), x, \mathcal{I}) = \text{val}_{\text{Compress}(\mathcal{JS})}(J, x, \mathcal{I}) \).

By Proposition 6.3.9, \( \text{val}_{\text{Merge}(\mathcal{JS})}(J^*, x, \mathcal{I}) \geq \text{val}_{\text{Merge}(\mathcal{JS})}(J, x, \mathcal{I}) \).

If the value of the justification is \( u \), then it does not matter if infinite branches are added or not.

**Proposition 6.3.22.** Take a nested system \( \mathcal{JS} \) of depth 2 with \( \mathcal{B}_{KK} \) at the top level, and nestable branch evaluations in the lower levels. If \( \text{SV}_{\text{Compress}(\mathcal{JS})}(x, \mathcal{I}) = u \), then \( \text{SV}_{\text{Merge}(\mathcal{JS})}(x, \mathcal{I}) \geq t \).

**Proof.** The proof is almost the same as the proof of Proposition 6.3.21, except, here we can take any well-order on the internal nodes of \( J \). The branches that are added are infinite branches or finite branches to a final element that was already in \( J \); hence \( \text{SV}_{\text{Merge}(\mathcal{JS})}(x, J^*, \mathcal{I}) \geq t \).
Corollary 6.3.23. For a nested system $\mathcal{JS}$ of depth 2 with $\mathcal{B}_{kk}$ at the top level, and nestable branch evaluations in the lower levels, we have that $\text{Compress}(\mathcal{JS})$ and $\text{Merge}(\mathcal{JS})$ are strongly equivalent for graph-like justifications.

Proof. This follows from Propositions 6.3.21 and 6.3.22.

The general idea in the above two propositions, is to find an order for pasting the subjustifications.

6.3.4 Well-Founded Case

Let us try this idea for $\mathcal{B}_{wf}$ now. Again, we do it in two steps, depending on if $\text{SVCompress}(\mathcal{JS})(x, I)$ is $t$ or $u$.

Proposition 6.3.24. Take a nested system $\mathcal{JS}$ of depth 2 with $\mathcal{B}_{wf}$ at the top level, and nestable branch evaluations in the lower levels. If $\text{SVCompress}(\mathcal{JS})(x, I) = u$, then $\text{SVMerge}(\mathcal{JS})(x, I) \geq t u$.

Proof. There is a locally complete $u$-domain supporting justification $J$ in $\text{Compress}(\mathcal{JS})$ with $x$ as internal node. Without loss of generality, we can assume that $x$ is a root of $J$. For each node $y$ in $J$ we say that $\text{val}(y) = \text{lub}_{z \in J(y) \cap \mathcal{F}_u} (\text{val}(z) + 1)$; so every node is assigned an ordinal number. Note that leaves $y$ of $J$ have $\text{val}(y) = 0$, but also internal nodes can have a value 0. This is well-defined since $J$ does not contain an infinite positive branch since $\text{valCompress}(\mathcal{JS})(J, x, I) = u$. By taking the least upper bound of all the ordinals, we get an ordinal $\beta$. Let $X_\alpha = \{y \in J \mid \text{val}(y) = \alpha\}$ for $\alpha \leq \beta$.

For each ordinal $\alpha \leq \beta$ we define a graph $J_\alpha$ in the lowest level such that $J_i \subseteq J_j$ for $i \leq j \leq \beta$. We prove that the positive leaves of $J_\alpha$ are contained in $\bigcup_{i<\alpha} X_i$.

- Take $y \in X_0$. Either $y \in \mathcal{F}_o$ or not. If not, then the rule $y \leftarrow J(y)$ is a compressed rule, so it corresponds to a rule $y \leftarrow A$ in the highest level and a number of justifications in the lower level. Pasting all these justifications together gives the justification $J_y$ (in any order). Then define $J_0$ to be the pasting-together of $J_y$ for $y \in X_0 \setminus \mathcal{F}_o$ (in any order). The justification $J_0$ has no positive leaves.
- Take any non-zero ordinal $\alpha$. If $X_\alpha = \emptyset$, then define $J_\alpha = \bigcup_{i<\alpha} J_i$. Of course, the positive leaves of $J_\alpha$ are contained in $\bigcup_{i<\alpha} X_i$ by induction. So assume $X_\alpha$ is not empty. Again, each $y \in X_\alpha$ has a compressed rule
Now pasting into $J$ and replacing the upper level edges with $J_\beta$ produces the justification $J^*$. By Shrinking $J^*$ and comparing with $J$ we notice

- Some edges are removed (we don’t care about them, removing them only increases the justification value)
- Some edges are added:
  - Edges to negative elements
  - Edges to positive elements of a lower $val$

Adding edges towards negative elements will not produce positive loops. Adding edges towards positive elements can produce positive loops, but it will give rise to an infinite descending chain of ordinal numbers, which is not possible due to the well-foundedness of ordinals.

Note that $J_\beta$ does not have infinite branches evaluated to $f$ (otherwise $J$ would have a rule containing $f$). Therefore, $\text{val}_{\text{Compress}(\mathcal{JS})}(\text{Shrink}(J^*), x, I) \geq_t u$, which proves that $\text{val}_{\text{Merge}(\mathcal{JS})}(J^*, x, I) \geq_t u$.  

Similarly, we have the following result.

**Proposition 6.3.25.** Take a nested system $\mathcal{JS}$ of depth 2 with $B_{\text{wf}}$ at the top level, and nestable branch evaluations in the lower levels. If $\text{SV}_{\text{Compress}(\mathcal{JS})}(x, I) = t$, then $\text{SV}_{\text{Merge}(\mathcal{JS})}(x, I) = t$.

**Proof.** The proof is very similar to the proof of the previous proposition, but with a different $val$. Let $J$ be a locally complete $t$-domain supporting justification with $x$ as internal node. Without loss of generality, we can assume that $x$ is a root of $J$. For each node $y$ in $J$ we say that $\text{val}(y) = \text{lub}_{z \in F_+}(\text{val}(z) + 1)$. The construction of $J^*$ happens in the same way as before. Again, comparing $J$ with $\text{Shrink}(J^*)$ we remove edges and add edges. The added edges are towards negative elements or towards positive elements of a lower $val$. An edge $y \rightarrow z$ towards a positive element always decreases $val$. This is easy to see, because by definition $\text{val}(y) \geq_t \text{val}(z) + 1$.

An edge $y \rightarrow \sim z$ towards a negative element will not increase $val$. This is a bit
more difficult. If this edge was already present in \( J \), then \( \val(y) \geq \val(\sim z) \) because every positive descendant of \( \sim z \) is also a positive descendant of \( y \). If this edge was added to the subjustification pasting, then there is a node \( v \) such that \( v \rightarrow \sim z \) is in \( J \) and \( \val(v) \leq \val(y) \) because it was pasted before. Therefore, we have that \( \val(\sim z) \leq \val(v) \leq \val(y) \). Hence, mixed loops and positive loops will give rise to an infinite decreasing sequence in \( \val \), which contradicts the well-foundedness of the ordinal numbers.

**Corollary 6.3.26.** For a nested system \( JS \) of depth 2 with \( B_{\text{cwf}} \) at the top level, and nestable branch evaluations in the lower levels, we have that \( \text{Compress}(JS) \) and \( \text{Merge}(JS) \) are strongly equivalent for graph-like justifications.

**Proof.** This follows from Propositions 6.3.24 and 6.3.25.

The proofs of the above two propositions can also be transferred to \( B_{\text{cwf}} \) by swapping the roles of \( F^+ \) and \( F^- \).

**Corollary 6.3.27.** For a nested system \( JS \) of depth 2 with \( B_{\text{cwf}} \) at the top level, and nestable branch evaluations in the lower levels, we have that \( \text{Compress}(JS) \) and \( \text{Merge}(JS) \) are strongly equivalent for graph-like justifications.

All the proofs above constructed a certain order on the nodes of a justification so that if the subjustifications are pasted in that order, we get a good justification: by shrinking again, we only add edges from nodes with a higher order to a lower order and that is not detrimental to the value of the justification. This can be put it in a new property.

**Definition 6.3.28.** Let \( B \) a branch evaluation. We call \( B \) extendable if for any (complementary) justification system \( JS \), interpretation \( I \), graph-like justification \( J \) and internal node \( x \) of \( J \) there is a well-order \( \preceq \) (well-founded and total) on the nodes of \( J \) such that all branches \( b \) starting with \( x \) formed by

- \( y \rightarrow z \) in \( J \)
- \( y \rightarrow z \) for \( z \prec y \)

are at least as good as \( \val_B(J, x, I) \) with respect to \( \leq_t \).

In the proofs of previous results, we have seen that \( B_{\text{KK}}, B_{\text{wf}}, \) and \( B_{\text{cwf}} \) are extendable. In case of these branch evaluations, \( \text{Compress}(JS) \) and \( \text{Merge}(JS) \) are strongly equivalent for graph-like justifications. This can be generalised to any extendable branch evaluation.
**Theorem 6.3.29.** For a nested system $\mathcal{JS}$ of depth 2 with an extendable and nestable branch evaluation $\mathcal{B}$ at the top level, and nestable (but not necessarily extendable) branch evaluations in the lower levels, we have that $\text{Compress}(\mathcal{JS})$ and $\text{Merge}(\mathcal{JS})$ are strongly equivalent for graph-like justifications.

**Proof.** Take a justification $J$ with $\text{val}_{\text{Compress}(\mathcal{JS})}(J, y, I) = \text{SV}_{\text{Compress}(\mathcal{JS})}(y, I)$ for all $y \in F_d$. Paste the subjustifications in order of the well-order of the nodes of $J$ to get the justification $J^*$. The justification $\text{Shrink}(J^*)$ will have two types of edges exactly corresponding to the one in the condition of extendable. Therefore, $\text{val}_{\text{Compress}(\mathcal{JS})}(\text{Shrink}(J^*), x, I) \geq t \text{val}_{\text{Compress}(\mathcal{JS})}(J, x, I)$. By Proposition 6.3.9, $\text{val}_{\text{Merge}(\mathcal{JS})}(J^*, x, I) \geq t \text{val}_{\text{Compress}(\mathcal{JS})}(J, x, I) = \text{SV}_{\text{Compress}(\mathcal{JS})}(J, x, I)$; hence $\text{SV}_{\text{Compress}(\mathcal{JS})}(x, I) \leq \text{SV}_{\text{Merge}(\mathcal{JS})}(x, I)$. Combined with Corollary 6.3.11, the proof is finished.

We have seen that both $\mathcal{B}_{wf}$ and $\mathcal{B}_{cwf}$ are extendable. Similarly, we find that the dual of an extendable branch evaluation is also extendable.

**Proposition 6.3.30.** If $\mathcal{B}$ is extendable, then $\overline{\mathcal{B}}$ is extendable as well.

**Proof.** A justification in $\mathcal{JF}$ is also a justification in $\overline{\mathcal{JF}}$ and $\text{val}_{\overline{\mathcal{JF}}}(J, x, I) = \text{val}_{\overline{\mathcal{JF}}}(J, x, I)$. Since $\mathcal{B}$ is extendable, we have that there is a well-order $\prec$ on the nodes of $J$ such that for branches $b$ formed as in the definition of extendable, we have that $I(\mathcal{B}(b)) \geq t \text{val}_{\overline{\mathcal{JF}}}(J, x, I)$. This means that $I(\overline{\mathcal{B}}(b)) \geq t \text{val}_{\overline{\mathcal{JF}}}(J, x, I)$, proving that $\overline{\mathcal{B}}$ is extendable.

So far, extendable is defined for graph-like justifications. The well-founded order constructed in the proofs for $\mathcal{B}_{wf}$, $\mathcal{B}_{cwf}$, and $\mathcal{B}_{KK}$ also work for tree-like justifications, which we call tree-like extendable. This allows us to prove graph-reducibility, but we need another property.

**Definition 6.3.31.** A branch evaluation $\mathcal{B}$ is **double-resistant** if $\mathcal{B}(p \rightarrow x \rightarrow x \rightarrow b) = \mathcal{B}(p \rightarrow x \rightarrow b)$ for any path $p$ and branch $b$.

**Proposition 6.3.32.** If $\mathcal{B}$ is transitive and maps finite branches to their last element, then $\mathcal{B}$ is double-resistant.

**Proof.** Since $\mathcal{B}$ maps finite branches to their last element, it is straightforward that $\mathcal{B}$ is double-resistant for finite branches. The result for infinite branches follows from transitivity.

**Corollary 6.3.33.** The branch evaluations $\mathcal{B}_{KK}$, $\mathcal{B}_{wf}$, and $\mathcal{B}_{cwf}$ are double-resistant.
The idea is to add edges between nodes with the same label and then use double-resistance to prove graph-reducibility.

**Theorem 6.3.34.** If $B$ is tree-like extendable and double-resistant, then $B$ is graph-reducible.

*Proof.* Take a locally complete tree-like justification $T$ with root $n$ with label $x$. For each $y \in F_d$ internal in $T$, let $N_y$ be the nodes of $T$ labelled $y$. By tree-like extendable, $N_y$ has a minimal element $n_y$ since $N_y$ is not empty.

Define the graph $G$ obtained from $T$ by adding edges from $n$ to $n_y$ for each $n \in N_y \setminus \{n_y\}$. Since $B$ is tree-like extendable, the branches in $G$ starting with $x$ are at least as good as $\text{val}_B(T, x, \mathcal{I})$. The graph $G$ is technically not a justification, but we can still speak of branches in $G$.

Define $J$ to be the graph consisting of the rules for $n_y$ in $T$. This is a locally complete graph-like justification and we can assume that $x$ is a root of $J$ (by removing the nodes not reachable from $x$). Take a branch $b \in B_J(x)$. We prove it corresponds to a branch $b^*$ in $G$ with the same value. The start of $b^*$ is a node $n$ with label $x$. If $n$ is equal to $n_x$, then we follow to the next element in $b$ to get a node $y$. If $n$ is not equal to $n_x$, then we first go through $n_x$ and then to $y$. This process is repeated to get a branch $b^*$ in $G$. By applying double-resistance at most $\omega$ times we get that $B(b) = B(b^*)$. Since $b$ was taken arbitrarily, we proved that $\text{val}_B(J, x, \mathcal{I}) \geq_t \text{val}_B(T, x, \mathcal{I})$, completing the proof. \(\square\)

This theorem provides a different way to prove that $B_{KK}$, $B_{wt}$, and $B_{cwf}$ are graph-reducible.

### 6.4 Consistency of Nested Systems

So far, we have seen two ways to look at the semantics of nested systems: compression and merge. However, we have not discussed an important factor: the consistency of these systems. Of course, it makes sense to assume that every branch evaluation in the nesting tree is consistent. An unnested system is a nested system with depth one and the compression and merge are equal to that system. So if that system is not consistent, then the compression and merge are not consistent.

The branch evaluation of $\text{Compress}(\mathcal{JS})$ is the branch evaluation of the top level. So if $\text{Compress}(\mathcal{JS})$ is complementary, then it is consistent. However, proving that the compression is complementary turns out to be difficult. The
compression contains the rules of flattened systems. And thus in order to have complementarity, we need that each time flattening is performed during the construction of the compression, that the flattening is complementary. However, complementarity is a syntactical property, while the flattening is semantical. Recall that Proposition 2.3.8 gives a characterisation of complementarity in two parts. The following proposition illustrates that complementarity of the flattening implies consistency.

**Proposition 6.4.1.** Let $\mathcal{JS}$ be a complementary justification system with $\mathcal{B}$ respecting negation. If $\text{Flat}_{g}(\mathcal{JS})$ satisfies (1) of Proposition 2.3.8, then $\mathcal{JS}$ is graph-like consistent. If $\text{Flat}_{t}(\mathcal{JS})$ satisfies (1) of Proposition 2.3.8, then $\mathcal{JS}$ is tree-like consistent.

\[\text{Proof.}\] The proof for graph-like and tree-like is the same. By Proposition 3.2.3 since $\mathcal{JS}$ is complementary, it suffices to prove that $SV_{\mathcal{JS}}(x, \mathcal{I}) = f$ implies that $SV_{\mathcal{JS}}(\sim x, \mathcal{I}) = t$. So take $x$ with $SV_{\mathcal{JS}}(x, \mathcal{I}) = f$. This means that every locally complete justification $J$ with $x$ as root has a branch $b_J$ starting with $x$ with $\mathcal{I}(B(b_J)) = f$. The function mapping such justifications $J$ to $B(b_J)$ corresponds to a selection function for $x$ in $\text{Flat}(\mathcal{JS})$. By (1) of Proposition 2.3.8, there is a rule $\sim x \leftarrow A$ in $\text{Flat}(\mathcal{JS})$ with $A \subseteq \{\sim B(b_J) \mid J\}$. The case $A$ corresponds to a justification $K$; hence for every branch $b \in B_K(\sim x)$ we have $B(b) = \sim B(b_J)$ for some justification $J$ with $x$ as root. This means that $\mathcal{I}(B(b)) = \sim \mathcal{I}(B(b_J)) = \sim f = t$, which proves that $\text{val}_{\mathcal{JS}}(J, \sim x, \mathcal{I}) = t$. \[\square\]

This implies that the complementarity of the flattening is at least as strong as the consistency.

However, consistency implies (2) of the complementarity characterisation for $\text{Flat}(\mathcal{JS})$.

**Proposition 6.4.2.** Let $\mathcal{JS}$ be a complementary justification system. If $\mathcal{JS}$ is graph-like consistent, then $\text{Flat}_{g}(\mathcal{JS})$ satisfies (2) of Proposition 2.3.8. If $\mathcal{JS}$ is tree-like consistent, then $\text{Flat}_{t}(\mathcal{JS})$ satisfies (2) of Proposition 2.3.8.

\[\text{Proof.}\] Take $x \leftarrow A$ in $\text{Flat}(\mathcal{JS})$, which corresponds to a locally complete justification $J$ in $\mathcal{JS}$. We define a selection function $\mathcal{S}$ for $\sim x$. Take a rule $\sim x \leftarrow B$ in $\text{Flat}(\mathcal{JS})$, which corresponds to a locally complete justification $K$ in $\mathcal{JS}$. By Lemma 2.3.15 and complementarity of $\mathcal{JS}$, we have that there is a $K$-branch $b$ starting with $\sim x$ such that $\sim b$ is a $J$-branch starting with $x$. This means that $B(b) \in \sim A \cap B$. Define $S(B) = B(b)$. This implies that $\sim \text{Im}(S) \subseteq A$. \[\square\]
Consequently, to prove that Flat(\(\mathcal{JS}\)) is complementary (and \(\mathcal{JS}\) is consistent), you only need to prove (1) of the complementarity characterisation for Flat(\(\mathcal{JS}\)).

**Corollary 6.4.3.** Let \(\mathcal{JS}\) be a complementary justification system. If Flat(\(\mathcal{JS}\)) satisfies (1) of Proposition 2.3.8, then it is complementary.

**Proof.** Follows from Propositions 6.4.1 and 6.4.2.

There is one particular kind of justification system \(\mathcal{JS}\) for which Flat(\(\mathcal{JS}\)) is complementary.

**Proposition 6.4.4.** Let \(\mathcal{JS}\) be a parametric and complementary justification system. There is a well-founded relation \(\preceq\) on \(\mathcal{F}_d\) so that

- if \(x \leftarrow A \in R\), then for all \(y \in A\), \(y \prec x\).

Then Flat(\(\mathcal{JS}\)) is complementary.

**Proof.** The well-founded relation can be extended to a well-order with the same properties. So assume \(\preceq\) is a well-order from now on. Therefore, we can denote \(\mathcal{F}_d = \{x_i \mid i \leq \beta\}\). By Corollary 6.4.3 it suffices to prove that for every selection function \(S\) of \(x\) in Flat(\(\mathcal{JS}\)), there exists an \(\sim x \leftarrow A\) in Flat(\(\mathcal{JS}\)) such that \(A \subseteq \sim \text{Im}(S)\). We prove this by transfinite induction on \(i \leq \beta\). The element \(x_0\) only has rules \(x_0 \leftarrow B\) with \(B \subseteq \mathcal{F}_o\). And so the justifications for \(x_0\) consist of a single such rule and the selection function \(S\) is a selection of \(x_0\) in \(\mathcal{JS}\). By complementarity of \(\mathcal{JS}\), we have a rule \(\sim x_0 \leftarrow A\) with \(A \subseteq \sim \text{Im}(S)\). Since \(A \subseteq \mathcal{F}_o\), this is also a rule in Flat(\(\mathcal{JS}\)). Take any ordinal \(i\) with \(0 < i \leq \beta\) and assume that Flat(\(\mathcal{JS}\)) is complementary for \(x_j\) with \(j < i\).

For each \(x \leftarrow B\) we will prove that there is a \(y_B \in B\) such that either

- \(y_B \in \mathcal{F}_o\) and \(y \in \text{Im}(S)\), or
- \(y_B \in \mathcal{F}_d\) and there is a selection function \(S_y\) of \(y\) in Flat(\(\mathcal{JS}\)) so that \(\text{Im}(S_y) \subseteq \text{Im}(S)\).

This would imply a selection function \(T\) for \(x\) in \(\mathcal{JS}\) and by complementarity of \(\mathcal{JS}\) would imply the existence of a rule \(\sim x \leftarrow C\) with \(C \subseteq \sim \text{Im}(T)\). For each \(y_B \in \mathcal{F}_d\), we have that \(y_B < x\) and thus by induction there is a locally complete justification \(J_B\) with \(\sim y\) as root and \(\{B(b) \mid b \in b_{J_B}(\sim y)\} \subseteq \sim \text{Im}(S_y) \subseteq \sim \text{Im}(S)\). Combining the rule \(\sim x \leftarrow C\) and the justifications \(y_B\) we get a justification for \(\sim x\). The rule in Flat(\(\mathcal{JS}\)) corresponding to this justification provides us our desired rule \(\sim x \leftarrow A\) in Flat(\(\mathcal{JS}\)).
So take a rule \( x \leftarrow B \) in \( \mathcal{JS} \). Let \( \mathcal{J} \) be the set of locally complete justifications with \( x \) as root and \( x \leftarrow B \) the rule for \( x \). Any justification \( J \) in \( \mathcal{J} \) is the rule \( x \leftarrow B \) plus for all \( y \in B \setminus F_o \) a locally complete justification \( J_y \) with \( y \) as root. We can assume that there is no \( y \in F_o \cap \text{Im}(S) \). Take \( y \in B \cap F_o \). If each locally complete justification \( J_y \) with \( y \) as root can be extended to a justification in \( \mathcal{J} \) such that \( S(J) \) chooses a path starting with \( x \rightarrow y \), then \( S \) induces a selection function \( S_y \) of \( y \) in Flat(\( \mathcal{JS} \)) so that \( \text{Im}(S_y) \subseteq \text{Im}(S) \). This exists by the axiom of choice.

So assume for each \( y \in B \cap F_o \), there is a locally complete justification \( J_y \) with \( y \) as root that cannot be extended to a justification in \( \mathcal{J} \) such that \( S(J) \) chooses a path starting with \( x \rightarrow y \). The combination of these \( J_y \) together with \( x \leftarrow B \) forms a justification \( J \) in \( \mathcal{J} \) so that all \( J \)-branches are mapped to an element outside of \( \text{Im}(S) \). This is a contradiction, which completes the proof that the rules for \( x_i \) in Flat(\( \mathcal{JS} \)) are complementary.

The conditions in the previous proposition are quite stringent, as the existence of such a well-founded relation implies that no justification can have infinite branches as that would imply the existence of an infinite decreasing chain.

As usual, the tree-like case is simpler.

**Proposition 6.4.5.** If \( \mathcal{JS} \) is complementary and \( B \) respects negation, then Flat(\( \mathcal{JS} \)) is complementary.

**Proof.** By Corollary 6.4.3, it suffices to prove (1) of Proposition 2.3.8. Take a selection function \( S \) of \( x \) in Flat(\( \mathcal{JS} \)). This corresponds to a function \( T \) that chooses a branch \( b_j \in B_j(x) \) for each locally complete tree-like justification \( J \) with root \( x \). Fix a rule \( x \leftarrow A \) in \( \mathcal{JS} \). Let \( \mathcal{J}_A \) be the set of locally complete tree-like justifications with \( x \) as root and \( x \leftarrow A \) as the rule for the root. Every such justification is the combination of a rule \( x \leftarrow A \) in \( \mathcal{JS} \) and for each \( y \in A \cap F_d \), a locally complete tree-like justification \( J_y \) with root \( y \). Let \( \times_{y \in A \cap F_d} J_y \) denote this justification. We prove that there is a \( y \in A \) so that

- \( y \in F_o \) and for all \( y \in A \cap F_d \) there are locally complete tree-like justifications \( J_y \) with root \( y \) so that \( T \) chooses the branch \( x \rightarrow y \) in the justification \( \times_{y \in A \cap F_d} J_y \).

- \( y \in F_d \) and for each locally complete tree-like justification \( J_y \) with root \( y \), we have that for each \( z \in (A \cap F_d) \setminus \{y\} \), there are locally complete tree-like justifications \( J_z \) with root \( z \) so that \( T \) chooses a branch starting with \( x \rightarrow y \) in the justification \( \times_{z \in A \cap F_d} J_z \).
Assume by contradiction that such a $y$ does not exist. This means that there are justification $J_y$ for $y \in A \cap F_d$ so that $T$ does not choose a branch in $x \in A \cap F_d$, which is a contradiction. Essentially, we chose a $y \in A$ with the above property. Since $x \leftarrow A$ is chosen arbitrarily, we get a selection function for $x$ in $\mathcal{JS}$. By complementarity of $\mathcal{JS}$, there is a rule $\sim x \leftarrow A_x$ so that for all $y \in A_x$, we have that $\sim y$ has the above property. If $\sim y \in F_d$, then this means that there is a selection function $S_y$ in $\text{Flat}_t(\mathcal{JS})$ for $\sim y$ so that $\text{Im}(S_y) \subseteq \text{Im}(S)$. Iterating this constructs a tree-like justification $K$ with root $x$ so that every branch starting with the root is equal to the negation of a branch chosen by $S$. Since the construction replaces each defined leaf by a rule, the justification $K$ is locally complete. This proves complementarity of $\text{Flat}_t(\mathcal{JS})$ because $\mathcal{B}$ respects negation.

This has the consequence that tree-like consistency can be considered to be completely solved.

**Theorem 6.4.6.** Every $\mathcal{B}$ that respects negation is tree-like consistent.

*Proof.* Follows from Propositions 6.4.1 and 6.4.5.

This also has some ramifications for graph-like consistency by the link established in Corollary 2.4.7.

**Corollary 6.4.7.** If $\mathcal{B}$ respects negation, then $\mathcal{B}$ is graph-like consistent if and only if $\mathcal{B}$ is graph-reducible.

*Proof.* Follows from Proposition 6.4.5 and Corollary 2.4.7.

**Corollary 6.4.8.** If $\mathcal{B}$ respects negation, is double-resistant and tree-like extendable, then $\mathcal{B}$ is a graph-like consistent.

*Proof.* Follows from Theorem 6.3.34 and Corollary 6.4.7.

This provides an alternative way to prove that $\mathcal{B}_{KK}$, $\mathcal{B}_{wf}$ and $\mathcal{B}_{cwf}$ are graph-like consistent.

Proving complementarity of $\text{Flat}_g(\mathcal{JS})$ can be done by showing the underlying justification frame is equivalent to the underlying justification frame of $\text{Flat}_t(\mathcal{JS})$, which was proven to be complementary. However, this is equivalent to the following property, which we call strongly graph-reducibility.
Definition 6.4.9. A branch evaluation $B$ is strongly graph-reducible if for each complementary justification frame $\mathcal{JF}$, $x \in F_d$, and every locally complete tree-like justification $T$ with root $x$, there is a locally complete graph-like justification with root $x$ so that

$$\{B(b) \mid b \in B_T(x)\} \subseteq \{B(b) \mid b \in B_J(x)\}.$$

It is obvious that strong graph-reducibility implies graph-reducibility and by Corollary 6.4.7 graph-like consistency.

On the other hand, strong graph-reducibility implies that $\text{Flat}_t(JS)$ and $\text{Flat}_g(JS)$ are equivalent.

Proposition 6.4.10. Let $JS$ be a complementary justification system. If $B$ respects negation and is strong graph-reducibility, then the underlying justification frames of $\text{Flat}_t(JS)$ and $\text{Flat}_g(JS)$ are equivalent.

Proof. By Proposition 2.4.2, it suffices to prove that for each rule $x \leftarrow A$ in $\text{Flat}_t(JS)$ there is a rule $x \leftarrow B$ in $\text{Flat}_g(JS)$ such that $B \subseteq A$. The rule $x \leftarrow A$ corresponds to a locally complete tree-like justification $T$ with $x$ as root as follows: $A = \{B(b) \mid b \in B_T(x)\}$. Then, by strong graph-reducibility, there is a locally complete graph-like justification $J$ with $x$ as root with $\{B(b) \mid b \in B_J(x)\} \subseteq A$, which completes the proof.

Corollary 6.4.11. Let $JS$ be a complementary with $B$ strong graph-reducible and respecting negation, then $\text{Flat}_g(JS)$ is complementary.

Proof. By Proposition 6.4.5, $\text{Flat}_t(JS)$ is complementary. Then by Proposition 6.4.10, the result follows.

Corollary 6.4.12. Let $JS$ be a complementary with $B$ strong graph-reducible and respecting negation, then $JS$ is graph-like consistent.

Proof. Follows by Corollary 6.4.11 and Proposition 6.4.1.

Since $B_{KK}$ is strong graph-reducible (see below), it provides yet another prove that $B_{KK}$ is graph-like consistent.

Contrast the requirements of Corollary 6.4.8 with that of Corollary 6.4.12. Tree-like extendable and double-resistant branch evaluations are not necessarily strong graph-reducible since the graph-like justification constructed in Theorem 6.3.34, might contain branches that are better. However, the evaluation of the finite branches will be the same as the evaluation of a finite branch in the tree-like
justification. The problem lies with the infinite branches. If the tree-like justification \( T \) has \( \text{val}(T, x, I) = u \), then the constructed graph-like justification might have an infinite branch evaluated to \( t \) under \( I \). We can assume that infinite branches are mapped to logical facts. Therefore, we get a branch \( b \) with \( B(b) = t \), while \( T \) does not. Hence, the branch evaluation might not satisfy strong graph-reducibility.

In case of \( B_{KK} \), everything works out.

**Lemma 6.4.13.** The branch evaluation \( B_{KK} \) is strong graph-reducible.

**Proof.** Take a locally complete tree-like justification \( T \) with root \( x \). In the proof of Theorem 6.3.34, we construct a locally complete graph-like justification \( J \) with root \( x \) from \( T \) given an interpretation \( I \) so that \( \text{val}_{B_{KK}}(J, x, I) \geq t \). If \( J \) has an infinite branches, then \( T \) has an infinite branch as well, by doubling elements in the branch. Therefore, we have that \( \{B_{KK}(b) \mid b \in B_J(x)\} \subseteq \{B_{KK}(b) \mid b \in B_T(x)\} \), completing the proof that \( B_{KK} \) is strong graph-reducible.

We are not yet able to prove the strong graph-reducibility of \( B_{wf} \) (and \( B_{cwf} \)). This is because in the condition of extendable, we can have better branches, and suddenly, we can introduce negative loops where there were none before, see the discussion above. Further exploring whether \( B_{wf} \) and \( B_{cwf} \) are strong graph-reducible is important for applications such as fixpoint definitions (see Section 6.5.4).

So far, we have investigated the complementarity of Flat(\( JS \)), but we still need to prove that unfolding is also complementary to prove the complementarity of the compression. For systems \( JS \) of depth 2, we can prove that Compress(\( JS \)) is complementary. First, we need the following lemma.

**Lemma 6.4.14.** Let \( JS \) be a nested system of depth 2 with all systems in its nesting tree complementary and the flattening of all leaf systems complementary. Then Compress(\( JS \)) satisfies (2) of Proposition 2.3.8.

**Proof.** Take \( x \leftarrow A \) in Compress(\( JS \)). This corresponds to a rule \( x \leftarrow B \) in the top system and a bunch of rules \( y \leftarrow C_y \) for \( y \in Y \) in flattening of lowest systems so that \( A = B \setminus Y \cup \bigcup_{y \in Y} C_y \). Similarly, each \( \sim x \leftarrow D \) in Compress(\( JS \)) corresponds to \( \sim x \leftarrow E \) in top and \( z \leftarrow F_z \) for \( z \in Z \) in flattening of lowest systems so that \( D = E \setminus Z \cup \bigcup_{z \in Z} F_z \). By complementarity of the top system, \( \sim B \cap E \neq \emptyset \), so take \( w \in \sim B \cap E \). If \( \sim w \in Y \), then \( w \in Z \); hence by complementarity of lowest systems, we get that \( \sim C_{\sim w} \cap F_w \neq \emptyset \). So take \( v \in \sim C_{\sim w} \cap F_w \). Now define the selection function \( S \) mapping \( D \) to
$w$ if $\lnot w \notin Y$ and to $v$ otherwise. We have that $\lnot \text{Im}(S) \subseteq A$. Indeed, if $\lnot w \notin Y$, then $\lnot w \in B \setminus Y \subseteq A$. If $\lnot w \in Y$, then $\lnot v \in C_{\lnot w} \subseteq A$. Therefore, $\lnot \text{Im}(S) \subseteq A$. 

**Proposition 6.4.15.** Let $\mathcal{JS}$ be a nested system of depth 2 such that

1. all systems in its nesting tree are complementary;
2. the flattening of all leaf systems are complementary;
3. each defined fact $x$ in the top level has a single rule.

Then $\text{Compress}(\mathcal{JS})$ is complementary.

Proof. Note that if every fact has a single rule, then the body of every rule is a single element due to complementarity. By Lemma 6.4.14, it suffices to prove that $\text{Compress}(\mathcal{JS})$ satisfies (1) of Proposition 2.3.8. If $x$ is defined in a leaf, then this is immediate from the complementarity of the flattening of that leaf. So assume $x$ is defined in the top level. Take a selection function $S$ of $x$ in $\text{Compress}(\mathcal{JS})$. Any rule $x \leftarrow B$ in $\text{Compress}(\mathcal{JS})$ is constructed by unfolding the single rule $x \leftarrow y$ in the top level. We distinguish two cases. The first case is when $y$ is open in $\text{Compress}(\mathcal{JS})$ or defined in the top level. Then by complementarity of the top level, the rule $\lnot x \leftarrow \lnot y$ is a rule in the top level; hence $\lnot x \leftarrow \lnot y$ is a rule in $\text{Compress}(\mathcal{JS})$ and $\text{Im}(S) = \{y\}$. The second case is when $y$ is defined in the lowest level. Then for every rule $x \leftarrow B$ in $\text{Compress}(\mathcal{JS})$, $y \leftarrow B$ is a rule in the flattening of the lowest level. This means that $S$ is also a selection function of $x$ in the flattening of the lowest level. By complementarity of the flattening of the lowest level, there is a rule $\lnot y \leftarrow C$ with $C \subseteq \lnot \text{Im}(S)$. By unfolding, $\lnot x \leftarrow C$ is also a rule in $\text{Compress}(\mathcal{JS})$; hence $\text{Compress}(\mathcal{JS})$ is complementary. 

Apart from proving that $\text{Compress}(\mathcal{JS})$ is complementary, we can also try to prove that $\text{Merge}(\mathcal{JS})$ is consistent. Merging complementary systems provides a complementary system as shown by the following proposition.

**Proposition 6.4.16.** If every system in the nesting tree of $\mathcal{JS}$ is complementary, then $\text{Merge}(\mathcal{JS})$ is complementary as well.

Proof. Combining rules for different facts does not affect complementarity. 

**Proposition 6.4.17.** The merge branch evaluation is tree-like consistent if every branch evaluation respects negation.
**Proof.** It is straightforward that the merge branch evaluation respects negation. The result then follows from Theorem 6.4.6.

This has also a consequence for the compression.

**Proposition 6.4.18.** If every system in the nesting tree of \( \mathcal{JS} \) is complementary and every branch evaluation involved respects negation, then compression is tree-like consistent.

**Proof.** By Theorem 6.3.18, we have for all \( x \in F_d \) that \( SV^t_{\text{Compress}(\mathcal{JS})}(x, I) = SV^t_{\text{Merge}(\mathcal{JS})}(x, I) \) and \( \sim SV^t_{\text{Compress}(\mathcal{JS})}(\sim x, I) = \sim SV^t_{\text{Merge}(\mathcal{JS})}(\sim x, I) \). Then by Proposition 6.4.17, we have \( SV^t_{\text{Merge}(\mathcal{JS})}(x, I) = \sim SV^t_{\text{Merge}(\mathcal{JS})}(\sim x, I) \). This proves that \( SV^t_{\text{Compress}(\mathcal{JS})}(x, I) = \sim SV^t_{\text{Compress}(\mathcal{JS})}(\sim x, I) \).

Proving the graph-like consistency of \( \text{Merge}(\mathcal{JS}) \) is left for possible future work.

All the results in this chapter around the connection between \( \text{Merge}(\mathcal{JS}) \) and \( \text{Compress}(\mathcal{JS}) \) and their consistency are shown in Fig. 6.1.

### 6.5 Applications

Having a modular design in a knowledge representation language is invaluable. Such a design allows to extend the language with various new language constructs without the need to overhaul the existing language and corresponding semantics. If you do not have a modular design, then everytime some new construct is added, everything has to be proven again, perhaps in similar manners, but most of the times it would take a full paper to do this. One line of research is especially messy in this regards: aggregates in logic programming. This is observation becomes apparant by the vast number of semantics for aggregates in logic progrogramming (Faber et al., 2011; Gelfond and Zhang, 2019; Liu et al., 2010; Marek and Remmel, 2004; Pelov et al., 2007; Son et al., 2007).

We argue that nested justification systems have such a modular design. In principle, to add a new language constructs, e.g., aggregates or compound formulae into justification theory, one would only need to come up with an unnested system describing the new language construct. Once that has been worked out, then the nesting will take care of the integration of the feature into the rest of the language. This section illustrate this with first-order logical formulae and aggregates. We must, however, note that these applications only just scratch the surface of what is possible with nesting.
1. Tree-like is stronger than graph-like, see Corollary 2.4.4.
2. The easy side of consistency since merge is complementary, see Proposition 6.4.16 and Theorem 2.3.18.
3. Compression is stronger than merge, see Corollary 6.3.11.
4. Merge is stronger than compression for tree-like justifications, see Corollary 6.3.17.
5. Tree-like consistency of merge, see Proposition 6.4.17.
6. Tree-like consistency of compression, see Proposition 6.4.18.
7. Merge is stronger than compression for graph-like justifications in case of depth 2, see Theorem 6.3.29.
8. This holds if compress is complementary by Theorem 2.3.18.
9. This holds if compress is complementary and the top branch evaluation is consistent.
10. This holds if compress is complementary and top branch evaluation is graph-reducible.
11. This holds if merge is graph-reducible by complementarity of merge, see Proposition 6.4.16 and Corollary 6.4.7.
6.5.1 FO system

This section is not an application of nested systems, but is used as a subsystem in the other applications in the chapter. So far, only propositional facts are used in justification theory, but it is not difficult to add first-order logic formulae. If for example, we have a formula $\phi \land \psi$, then we add a rule $\phi \land \psi \leftarrow \phi, \psi$, while for $\phi \lor \psi$ we add two rules $\phi \lor \psi \leftarrow \phi$ and $\phi \lor \psi \leftarrow \psi$. This idea can be extended to any formula by looking at its decomposition into subformulae.

**Definition 6.5.1.** Let $V$ be a set of first-order predicate symbols over a domain $D$ and let $FOL(V)$ be the set of first-order formulae without free variables over $V$. To each formula $\phi$ in $FOL(V)$, we associate a fact $a_\phi$. The justification frame $\mathcal{JF}_{FOL(V),D}$ consists of $\mathcal{F}_+ = \{a_\phi \mid \phi \in FOL(V)\}$, $\mathcal{F}_d \cap \mathcal{F}_+ = \{a_\phi \mid \phi \in FOL(V) \text{ and } \phi \text{ is not an atom}\}$, and $R$ is the complementation of the inductive rule set defined as follows.

- $a_{\phi_1 \land \ldots \land \phi_n} \leftarrow a_{\phi_1}, \ldots, a_{\phi_n}$;
- $a_{\phi_1 \lor \ldots \lor \phi_n} \leftarrow a_{\phi_i}$ for all $i$;
- $a_{\neg \phi} \leftarrow \neg a_\phi$;
- $a_{\forall x : \phi(x)} \leftarrow \{a_{\phi[x/d]} \mid d \in D\}$;
- $a_{\exists x : \phi(x)} \leftarrow a_{\phi[x/d]}$ for all $d \in D$.

Note that we use $\neg$ to denote negation in first-order formulae to distinguish between $\sim$ in the justification frame.

This justification frame can capture first-order logic by letting the facts $a_{P(d)}$ and $\neg a_{P(d)}$ for $P \in V$ and $d \in D$ be the set of opens. Usually, we identify $a_{P(d)}$ with $P(d)$.

**Example 6.5.2.** Suppose cat, small, and cute are unary predicate symbols and we have a domain $\{a, b\}$. Take the following first-order formula $\forall x : (\text{cat}(x) \land \text{small}(x)) \Rightarrow \text{cute}(x)$, where $\phi \Rightarrow \psi$ is just a shorthand for $\neg \phi \lor \psi$. A locally complete justification for this formula can look as follows.
\[ \forall x : (\text{cat}(x) \land \text{small}(x)) \Rightarrow \text{cute}(x) \]

\[ a \land \text{small}(a) \Rightarrow \text{cute}(a) \]

\[ a \land \text{small}(a) \Rightarrow \text{cute}(b) \]

\[ \neg a \land \text{small}(a) \]

\[ \neg a \land \text{small}(a) \]

\[ \sim a \land \text{small}(a) \]

\[ \sim a \land \text{small}(a) \]

\[ \sim a \land \text{small}(a) \]

Note that the fact \( \sim a \land \text{small}(a) \) has two cases: \{ \( \sim a \land \text{small}(a) \) \} and \{ \( \sim a \land \text{small}(a) \) \}. This is due to complementation since \( a \land \text{small}(a) \) has only one case: \{ \( a \land \text{small}(a) \), \( a \land \text{small}(a) \) \}. This justification shows that if \( a \) is not small and \( b \) is cute, then the formula \( \forall x : (\text{cat}(x) \land \text{small}(x)) \Rightarrow \text{cute}(x) \) is true. ▲

The idea in the example above works for any branch evaluation that maps finite branches to their last element. This includes \( B \_\text{KK} \), \( B \_\text{wf} \), \( B \_\text{sp} \) and the alternative versions of \( B \_\text{st} \). However, \( B \_\text{KK} \) is the better candidate in this case, since it says nothing about infinite branches (\( u \)) and it is the least precise such branch evaluation: \( I(B \_\text{KK}(b)) \leq_p I(B(b)) \).

**Definition 6.5.3.** Let \( JS_{FOL(V), D} \) be the justification system with justification frame \( JF_{FOL(V), D} \) and branch evaluation \( B \_\text{KK} \).

We can simulate first-order logic with justification theory, however note that justification theory is three-valued and thus will also be able to cope with unknown facts. For instance in Example 6.5.2, if we do not know anything of \( a \), but \( b \) is a small cat, but not cute, then our formula is false.

**Proposition 6.5.4.** For an interpretation of the atoms in \( FOL(V) \), the single model \( I \) of \( JS_{FOL(V), D} \) extending this interpretation captures (three-valued) first-order logic: \( \phi \vdash = SV_{JS}(a_\phi, I) \).

**Proof.** Follows by induction on the depth of the formula. □
This system will be used extensively as a subsystem in a nested system and will essentially enable first-order logic formulae in justification systems. Therefore, it is important to know that $\text{Flat}(\mathcal{JS}_{\text{FOL}}(V), D)$ is complementary.

**Proposition 6.5.5.** The system $\text{Flat}(\mathcal{JS}_{\text{FOL}}(V), D)$ is complementary.

**Proof.** Let $\phi \preceq \psi$ if $\phi$ is a subformula of $\psi$. This is a well-founded relation, then Proposition 6.4.4 finishes the proof. \qed

If you are only interested in a finite set of formulae, then $\mathcal{JS}_{\text{FOL}}(V), D$ can be restricted to the subformulae of these formulae.

### 6.5.2 Aggregates

In Section 2.7.1, we have seen how to construct a justification frame for normal logic programs. If you want to extend logic programs with aggregates, we need to add extra rules for aggregate atoms. However, now we have nested justification systems at our disposal, we can define the aggregate atoms in a nested system. This allows for a more modular representation of the rules. For simplicity, let us add weight constraints of the form $i \leq \{x_1, \ldots, x_n\} \leq j$ meaning that at least $i$ and at most $j$ $x$s hold. Let $L = \{x_1, \ldots, x_n\}$. Then we add facts $w_{i,L,j}$ and $\neg w_{i,L,j}$ representing the weight constraints. Then we have the following rules

$$w_{i,L,j} \leftarrow L^+ \cup \neg L^-,$$

where $L^+, L^- \subseteq L$ and $|L^+| = i$ and $|L^-| = n - j$. If $L^+ \cup \neg L^- = \emptyset$, then we have a rule $w_{i,L,j} \leftarrow t$. The rules for $\neg w_{i,L,j}$ come from taking the complementation of the rules for $w_{i,L,j}$. By adding these rules in a nested system we added weight constraints to our justification frame. The branch evaluation of this inner system does not matter as long as finite branches are mapped to their last element, so we can take $\mathcal{B}_{\text{KK}}$ as we did for the first-order logic systems.

An added benefit of using nested justification systems means that we can have nested weight constraints. The maximum nested depth of these weight constraints will dictate the nesting depth of the nested system. So even though, the definition of these weight constraints is very easy, nesting will allow arbitrary nesting of the constructs.

**Example 6.5.6.** The logic program

\[
\{ \ p \leftarrow w_{0, \{w_{1,\{x_1,x_2\}}, 2; w_{0,\{x_1\}}, 1\}, 1} \}
\]
will be translated to the nested system

\[
\begin{align*}
B_{\text{KK}}: & \quad \left\{ \begin{array}{l}
p \leftarrow w \\
w \leftarrow \neg v_1 \\
w \leftarrow \neg v_2 \\
v_1 \leftarrow x_1 \\
v_1 \leftarrow x_2 \\
v_2 \leftarrow t \\
\end{array} \right. \\
B_{\text{KK}}: & \quad \left\{ \begin{array}{l}
v_1 \leftarrow x_1 \\
v_1 \leftarrow x_2 \\
v_2 \leftarrow t \\
\end{array} \right. \\
\end{align*}
\]

The fact \( p \) will be \( t \) in a model only if both \( x_1 \) and \( x_2 \) are false. ▲

This application illustrates that we can define new language constructs locally and use them in a modular fashion.

### 6.5.3 First-Order Definitions: FO(ID)

In this section, we capture First-order logic extended with Inductive Definitions (FO(ID)) definitions (Denecker and Vennekens, 2007). Let \( \Sigma \) be a vocabulary consisting of a set of predicate symbols. A \emph{definitional rule} over \( \Sigma \) is an expression of the form:

\[
\forall \pi (P(\pi) \leftarrow \phi),
\]

where \( P \) is a predicate symbol in \( \Sigma \), \( \pi \) a tuple of \( n \) variables, and \( \phi \) an \emph{first-order logic} (FO) formula over \( \Sigma \) such that the free variables of \( \phi \) all occur in \( x \). Similar to rules in justification frame, \( P(\pi) \) is the head and \( \phi \) the body of the rule.

**Definition 6.5.7.** A \emph{first-order definition} \( \Delta \) over \( \Sigma \) is a set of definitional rules. The set \( \text{Def}(\Delta) \) is the set of predicate symbols occurring as a head in some definitional rule of \( \Delta \). The set \( \text{Open}(\Delta) = \Sigma \setminus \text{Def}(\Delta) \) is the set of \emph{open} symbols.

As with justification frames, we will denote them with curly braces:

\[
\left\{ \begin{array}{l}
\text{Prime}(2) \leftarrow t \\
\forall x (\text{Prime}(x) \leftarrow 2 < x \land \neg \exists y: y < x \land \text{Prime}(y) \land \text{Divisible}(x,y))
\end{array} \right. 
\]

Here \( \text{Prime} \) is in \( \text{Def}(\Delta) \) and \( \text{Divisible} \) and \( < \) (viewed as a binary predicate) are in \( \text{Open}(\Delta) \).

For a given domain \( D \), a value for an \( n \)-ary predicate symbol is a function from \( D^n \) to \( L = \{ f, u, t \} \). A \( \Sigma \)-interpretation \( I \) consists of a domain \( D^I \) and a value \( \sigma^I \) for each symbol \( \sigma \) in \( \Sigma \). Let \( \Delta \) be a definition over \( \Sigma \) and \( O \) a two-valued \( \text{Open}(\Delta) \)-interpretation. Let \( V_{\Sigma}^O \) be the collection of three-valued
Σ-interpretations extending $O$. On this set, we can define the three-valued immediate consequence operator $\Psi^O_\Sigma$ which maps any $\mathcal{I} \in V^O_\Sigma$ to the $O$-extension $\mathcal{J}$ such that for each defined domain atom $P(\pi)$,

$$P(\pi)^\mathcal{J} = \max \{ \phi(\pi)^\mathcal{J} \mid \forall \tau(P(\tau) \leftarrow \phi) \in \Delta \}.$$ 

The set $V^O_\Sigma$ is isomorphic to the set $L^c$ for the lattice $L$ of two-valued Σ-interpretations extending $O$. Therefore, $\Psi^O_\Sigma$ is a consistent approximator and has a well-founded fixpoint $\mathcal{I}^O_\Delta$, which in general is three-valued.

**Definition 6.5.8.** The model of $\Delta$ with respect to a two-valued interpretation $O$ of $\text{Open}(\Delta)$ is the two-valued well-founded model of $\Psi^O_\Delta$.

In order to capture first-order definitions with justification theory, we should use the well-founded semantics and the AFT correspondence from Chapter 5. Previously in this chapter, we have seen that introducing first-order formulas into bodies of rule can change the semantics. Fortunately, nested systems solved this predicate introduction problem. These compound formulae in bodies can be decomposed into their subformulae in a subsystem.

**Example 6.5.9.** The above definition for $\text{Prime}$ could be transformed into the following nested system.

$$\begin{align*}
\mathcal{B}_{\text{wf}}: & \quad \{ \text{Prime}(2) \leftarrow t \\
& \quad \text{Prime}(x) \leftarrow a_{\phi(x)} \text{ for all } x \in \mathbb{N} \\
& \quad \text{Prime}(x) \leftarrow a_{\psi(x)} \text{ for all } x \in \mathbb{N} \}
\end{align*}$$

$$\begin{align*}
\mathcal{B}_{\text{KK}}: & \quad \{ \text{a}_{\phi(x)} \leftarrow x > 2, a_{\psi(x)} \text{ for all } x \in \mathbb{N} \\
& \quad a_{\psi(x)} \leftarrow a_{\chi(x,y)} \text{ for all } x, y \in \mathbb{N} \}
\end{align*}$$

A justification for $\text{Prime}(3)$ in the merge would look like

$$\begin{align*}
\text{Prime}(3) \quad & \quad 2 < 3 \quad \text{a}_{\sim \phi(3)} \quad \text{a}_{\sim \phi(3)} \\
& \quad \sim \text{a}_{\phi(3)} \quad \sim \text{a}_{\sim \phi(3)} \\
& \quad \sim \text{a}_{\chi(3,0)} \quad \sim \text{a}_{\chi(3,1)} \quad \sim \text{a}_{\chi(3,2)} \quad \sim \text{a}_{\chi(3,3)} \quad \sim \text{a}_{\chi(3,...)} \\
& \quad \sim \text{Prime}(0) \quad \sim \text{Prime}(1) \quad \sim \text{Divisible}(3,2) \quad \sim (3 < 3) \quad \sim (... < 3) \\
& \quad \sim (2 < 0) \quad \sim (2 < 1)
\end{align*}$$
Shrinking this justification provides the following justification in the compression

\[
\begin{align*}
2 < 3 & \quad \text{Prime}(3) \\
\sim \text{Prime}(0) & \quad \sim \text{Prime}(1) \quad \sim \text{Divisible}(3, 2) \quad \sim (3 < 3) \quad \sim (\ldots < 3) \\
\downarrow & \quad \downarrow \\
\sim (2 < 0) & \quad \sim (2 < 1)
\end{align*}
\]

The shrinking essentially removes the auxiliary symbols. In both justifications, there are a lot of superfluous facts of the form \(\sim (y < 3)\) for \(y \geq 3\). This is a shortcoming of the propositional nature of justification theory. We will come back to this in the conclusion chapter. ▲

In general, FO(ID) definitions can be evaluated similarly with justification theory.

**Definition 6.5.10.** Let \(\Delta\) be an FO(ID) definition. The justification system \(\mathcal{JS}_\Delta\) associated with \(\Delta\) is the nested system with nesting tree of depth two where

- The single leaf system is the restriction of \(\mathcal{JS}_{\text{FO}(V), D}\) to the set of formulae \(\{\phi \mid \forall \overline{x}(P(\overline{x}) \leftarrow \phi) \in \Delta\}\).
- The root system is the system with \(B_{\text{wf}}\) as branch evaluation and rules equal to the complementation of the set

\[
\{ P(d) \leftarrow \phi[\overline{x}/d] \mid d \in D^n, \forall \overline{x}(P(\overline{x}) \leftarrow \phi) \in \Delta \}.
\]

**Proposition 6.5.11.** The system \(\text{Compress}(\mathcal{JS}_\Delta)\) is complementary if every \(P(x)\) has at most one definitional rule.

**Proof.** This follows from Propositions 6.5.5 and 6.4.15. □

Multiple definitional rules for the same \(P(x)\) can be merged by taking the disjunction of the bodies.

Since \(\mathcal{JS}_\Delta\) has two levels, we know that \(\text{Merge}(\mathcal{JS}_\Delta)\) and \(\text{Compress}(\mathcal{JS}_\Delta)\) are strongly equivalent. Therefore, we can speak of the model of \(\mathcal{JS}_\Delta\): the model of \(\text{Compress}(\mathcal{JS}_\Delta)\) or \(\text{Merge}(\mathcal{JS}_\Delta)\).

**Theorem 6.5.12.** The model of \(\Delta\) corresponds to the model of \(\mathcal{JS}_\Delta\).
Proof. Assume $O$ is a fixed interpretation of the open symbols. The operator $A_{\text{Compress}}(\mathcal{JS}_\Delta)$ is equal to the three-valued immediate consequence operator $\Psi^O_{\Delta}$. Then by complementarity of $\mathcal{JS}_\Delta$ and the correspondence from Chapter 5, we have that the well-founded model of $\text{Compress}(\mathcal{JS}_\Delta)$ is equal to the well-founded fixpoint of $\Psi^O_{\Delta}$, which concludes the proof.

Many different types of definitions found in mathematics can be formalised with well-founded semantics in logic programming (Denecker, 1998; Denecker and Ternovska, 2008; Denecker and Vennekens, 2014; Denecker et al., 2001) and thus by extension in justification theory. One can argue that, in general, mathematical language is first-order in nature. This is evident from the fact that a large part of mathematics can be expressed in Zermelo–Fraenkel set theory, which in turn is expressed with first-order logic. Denecker and Vennekens (2007) state

The fact that the inability to express inductive definitions is a well-known weakness of first order logic, has subsequently motivated an extension of FO with a new construct for representing definitions, whose semantics is based on the well-founded semantics.

$\text{FO(ID)}$ is exactly such an extension of FO. Justification theory can capture the definitional part of FO(ID). Very similar, one can capture coinductive definitions by swapping $B_{\text{wf}}$ with $B_{\text{cwf}}$, see the next section for more details.

6.5.4 Fixpoint Definitions: FO(FD)

In this section, we will capture fixpoint definitions (Hou and Denecker, 2009; Hou et al., 2010) with justification theory. Fixpoint definitions are inspired by first-order definitions and in fact nested justification systems are inspired by fixpoint definitions as done by Hou and Denecker (2009).

**Definition 6.5.13** (Hou and Denecker, 2009, Definition 1). A *least fixpoint definition*, respectively *greatest fixpoint definition* over a vocabulary $\Sigma$ is defined by simultaneous induction as an expression $D$ of the form

$[\mathcal{R}, \Delta_1, \ldots, \Delta_m, \nabla_1, \ldots, \nabla_n]$ respectively $[\mathcal{R}, \Delta_1, \ldots, \Delta_m, \nabla_1, \ldots, \nabla_n]$

with $0 \leq n, m$ such that:

1. $\mathcal{R}$ is a set of definitional rules over $\Sigma$.
2. Each $\Delta_i$ is a least fixpoint definition over $\Sigma$ and each $\nabla_j$ is a greatest fixpoint definition over $\Sigma$. 

3. Every defined symbol in $\mathcal{D}$ has only positive occurrences in bodies of rules in $\mathcal{D}$.

4. Each defined symbol $P \in \text{Def}(\mathcal{D})$ has exactly one local definition, i.e. formally $\{\text{Def}(\mathcal{R}), \text{Def}(\Delta_1), \ldots, \text{Def}(\nabla_m)\}$ is a partition of $\text{Def}(\mathcal{D})$. Formally: either locally defined or in some sub definitions.

5. For every subdefinition $\mathcal{D}'$ of $\mathcal{D}$, $\text{Open}(\mathcal{D}') \subseteq \text{Open}(\mathcal{D}) \cup \text{Def}(\mathcal{R})$.

A fixpoint definition is either a least or greatest fixpoint definition. The sets $\text{Def}(\mathcal{D})$ and $\text{Open}(\mathcal{D})$ are defined similarly as for inductive definitions.

We assume that there is a single rule $\forall \overline{x}(P(\overline{x}) \leftarrow \phi_P)$ with $P \in \text{Def}(\mathcal{D})$.

Given two disjoint first-order vocabularies $\Sigma$ and $\Sigma'$, and $\Sigma$-interpretation $I$ and $\Sigma'$-interpretation $I'$. The $\Sigma \cup \Sigma'$-interpretation mapping each element $\sigma \in \Sigma$ to $\sigma'$ and each $\sigma \in \Sigma'$ to $\sigma''$ is denoted by $I + I'$. When $\Sigma' \subseteq \Sigma$, we denote the restriction of a $\Sigma$-interpretation $I$ to $\Sigma'$ by $I|_{\Sigma'}$.

Fix a domain $D$. Let $\mathcal{R}$ be a set of definitional rules and $O$ a two-valued $\text{Open}(\mathcal{R})$-interpretation. We can associate an operator $\Gamma^R_O$ on the set of $\text{Def}(\mathcal{R})$-interpretations.

We define $\Gamma^R_O(I_1) = I_2$ if for every $\forall \overline{x}(P(\overline{x}) \leftarrow \phi_P) \in \mathcal{R}$, $P^{I_2} = \{d \in D^n \mid \phi_P[\overline{x}/d]^{I_1} = t\}$.

Since each defined symbol in $\text{Def}(\mathcal{R})$ has only positive occurrences in the body of a rule in $\mathcal{R}$, we have that $\Gamma^R_O$ is monotone with respect to $\leq_t$. Therefore, it has least and greatest fixpoints denoted by $\text{lfp}(\Gamma^R_O)$ and $\text{gfp}(\Gamma^R_O)$.

Let $\mathcal{D}$ be a fixpoint definition and let $O$ be a two-valued $\text{Open}(\mathcal{D})$-interpretation. We define an operator $\Gamma^D_O$ on the set of $\text{Def}(\mathcal{D})$-interpretations.

$\Gamma^D_O(I)$ is defined inductively as the interpretation $K + K'$ where

- $K$ is the $(\text{Def}(\mathcal{D}) \setminus \text{Def}(\mathcal{R}))$-interpretation such that for $I' = O + I|_{\text{Def}(\mathcal{R})}$:
  - $K|_{\text{Def}(\Delta_i)} = \text{lfp}(\Gamma^\Delta_{I'})$ for all $i = 1, \ldots, m$.
  - $K|_{\text{Def}(\nabla_j)} = \text{gfp}(\Gamma^\nabla_{I'})$ for all $j = 1, \ldots, n$.
- $K'$ is $\text{Def}(\mathcal{R})$-interpretation $\Gamma^R_{O+K}(I|_{\text{Def}(\mathcal{R})})$.

Definition 6.5.14. Let $\mathcal{D}$ be a fixpoint definition and $I$ a two-valued interpretation of the symbols in $\mathcal{D}$. The interpretation $I$ is a model of $\mathcal{D}$ if either
• $\mathcal{D}$ is a least fixpoint and $I|_{\text{Def}(\mathcal{D})} = \text{lfp}\left(\Gamma_{I|_{\text{Open}(\mathcal{D})}}^D\right)$.
• $\mathcal{D}$ is a greatest fixpoint and $I|_{\text{Def}(\mathcal{D})} = \text{gfp}\left(\Gamma_{I|_{\text{Open}(\mathcal{D})}}^D\right)$.

The similarities between fixpoint definitions and nested justification systems are abundant. Fixpoint definitions have an additional restriction: every defined symbol has only positive occurrences in bodies of rules.

**Definition 6.5.15.** A justification frame $\mathcal{JF} = \langle \mathcal{F}, \mathcal{F}_d, R \rangle$ is positive if for every $x \in \mathcal{F}_+$ and $x \leftarrow A \in R$ we have that $A \cap \mathcal{F}_d \cap \mathcal{F}_- = \emptyset$.

In case a justification frame is positive, then the unique $\mathcal{B}_{\text{wf}}$-model corresponds to the least fixpoint of $O_{\mathcal{JF}}$ and similarly the unique $\mathcal{B}_{\text{cwf}}$-model corresponds to the greatest fixpoint of $O_{\mathcal{JF}}$.

**Proposition 6.5.16.** Let $\mathcal{JF} = \langle \mathcal{F}, \mathcal{F}_d, R \rangle$ be a positive complementary justification frame. If the interpretation of the opens is fixed, then

- the unique $\mathcal{B}_{\text{wf}}$-model $I$ of $\mathcal{JF}$ corresponds (as in Section 5.3.1) to $(I, I)$ with $I = \text{lfp}(O_{\mathcal{JF}})$.
- the unique $\mathcal{B}_{\text{cwf}}$-model $I$ of $\mathcal{JF}$ corresponds to $(I, I)$ with $I = \text{gfp}(O_{\mathcal{JF}})$.

**Proof.** Since $\mathcal{JF}$ is positive, we have that $O_{\mathcal{JF}}$ is monotone with respect to $\subseteq$, hence $O_{\mathcal{JF}}$ has least and greatest fixpoints with respect to $\subseteq$. This also means that there is a $\leq t$-least $\mathcal{B}_{\text{sp}}$-model and $\leq t$-greatest $\mathcal{B}_{\text{sp}}$-models and they correspond with $\text{lfp}(O_{\mathcal{JF}})$ and $\text{gfp}(O_{\mathcal{JF}})$. Since $\mathcal{JF}$ is positive, the $\leq t$-least $\mathcal{B}_{\text{sp}}$-model is the unique $\mathcal{B}_{\text{st}}$-model. Since there is a single $\mathcal{B}_{\text{st}}$-model, it is equal to the unique $\mathcal{B}_{\text{wf}}$-model. Similarly, the $\leq t$-greatest $\mathcal{B}_{\text{sp}}$-model is the unique $\mathcal{B}_{\text{cst}}$-model, which is equal to the unique $\mathcal{B}_{\text{cwf}}$-model. $\Box$

We now are going to construct a nested system corresponding to a fixpoint definition. Take a fixpoint definition $\mathcal{D}$.

**Definition 6.5.17.** For a set of definitional rules, the justification frame $\mathcal{JF}_R$ contains the complementation of the rules

$$\left\{ P(\overline{d}) \leftarrow a_{\phi_P[\overline{x}/\overline{d}]} \mid \forall \overline{x}(P(\overline{x} \leftarrow \phi_P) \in R) \right\}. $$

The nested system $\mathcal{JS}_\mathcal{D}$ is defined inductively as the nested system with nesting tree (the leaves represent the nesting trees of those systems).
where \( JS_R \) is the justification system \( JF_R \) together with \( B_{wf} \) if \( D \) is a least fixpoint and \( B_{cwf} \) is \( D \) is a greatest fixpoint. The system \( JS_{FOL} \) is the restriction of the system from Definition 6.5.3 to the formula \( \phi_P \) in \( R \).

There is a slight hiccup in the definition above: it is possible that \( \phi_P \) and \( \phi_Q \) have subformulae in common. In that case, some facts are defined in multiple levels. We can avoid this by doubling the facts: every \( JS_{FOL} \) system uses a different symbol, for example \( a_{\phi} \) and \( b_{\phi} \).

**Example 6.5.18.** Let \( T \) be a binary predicate symbol denoting a transition graph and \( R \) a unary predicate on the states. The set of states that have a path passing infinitely many times through a state satisfying \( R \) is captured by the predicate \( P \) defined using the following fixpoint definition.

\[
\begin{align*}
\forall x (P(x) &\leftarrow Q(x)) \\
\forall x (Q(x) &\leftarrow R(x) \land \exists y: T(x,y) \land P(y)) \\
\forall x (Q(x) &\leftarrow \exists y: T(x,y) \land Q(y))
\end{align*}
\]

The corresponding justification system is in Fig. 6.2.

\[\square\]

**Lemma 6.5.19.** Let \( D \) be a fixpoint definition. Then \( \text{Compress}_i(JS_D) \) is complementary.

**Proof.** Follows by induction using Propositions 6.5.5, 6.4.5 and 6.4.15. \[\square\]

**Theorem 6.5.20.** Let \( D \) be a fixpoint definition. Then the model of \( D \) is equal to the model of \( \text{Compress}(JS_D) \)

**Proof.** We do this by induction of the depth of \( D \). If no nesting occurs, then \( O_{\mathcal{JF}} \) associated to \( \text{Compress}(JS_D) \) is equal to \( \Gamma^R_O \). Then by Proposition 6.5.16 the result follows. So assume nesting occur and the theorem holds for all fixpoint definitions with smaller depth. The operator \( \Gamma^\Delta_{j'} \) correspond to \( O_{\mathcal{JF}} \) associated to \( \text{Compress}(JS_{\Delta_j}) \) and \( \Gamma^\nabla_{j'} \) correspond to \( O_{\mathcal{JF}} \) associated to \( \text{Compress}(JS_{\nabla_j}) \). This means that \( O_{\mathcal{JF}} \) associated to \( \text{Compress}(JS_D) \) is equal to \( \Gamma^R_O \). Then by Proposition 6.5.16 the proof is completed. \[\square\]
Figure 6.2: The corresponding justification system to the fixpoint definition of Example 6.5.18.
6.6 Conclusion

In this chapter, we gave a new view on nested justification systems that retains the justification quality by merging the nested systems into a single justification system with an adapted branch evaluation. Our new approach is actually more general, as it allows for branch evaluations that are not parametric, while parametricity is essential for compression. We identified a sufficient condition such that the compression and merge are strongly equivalent for tree-like justifications. As usual, graph-like justifications tend to be more difficult. But with more restrictions, we are able to prove it for systems of depth 2. This property, extendable, is however not really properly understood. Future work could try to understand what it means to be extendable: what is the significance of the well-founded order and what is its intuitive meaning. We have seen that extendable branch evaluation are also graph-reducible if double-resistance is also required. We discussed the consistency of the compression and merge and found that this is intricately related to the complementarity of flat systems. We proved that tree-like flat systems are complementary and thus we solved tree-like consistency for branch evaluations that respect negation. This means that graph-like consistency is equivalent to graph-reducibility, which could help with future research. Nested justification systems are a really powerful tool to design modular knowledge representation, as shown by the applications at the end of this chapter.
Chapter 7

Conclusion

7.1 Contributions

In this thesis we investigated two main properties. The first one is the consistency of justification semantics. Intuitively, it says that if a fact does not have a good justification, then its negation has a good justification and vice versa. The second is the difference between graph-like and tree-like justifications, or as we called it, graph-reducibility. These seemingly unrelated properties are actually intricately related: graph-like consistency holds if and only if tree-like consistency and graph-reducibility hold. Because of this relation, our attention was mainly focused on graph-like consistency. In Chapter 3, we proved the graph-like consistency for the main branch evaluations. At the end of this thesis, we managed to prove tree-like consistency for any branch evaluation that respects negation. Therefore, graph-like consistency is equivalent to just graph-reducibility.

Beside these two properties, we have three other research questions each handled in a separate chapter. First, we showed in Chapter 4 that justification systems can be seen as two-player games. This allowed us to solve the consistency problem in case we have a finite system. The second result is the embedding of justification theory into AFT. This embedding is an important one as it links a logical framework (justification theory) to an algebraic one (AFT). We managed to transfer ultimate semantics, a concept from AFT, to justification theory. The last line of results is discussed in Chapter 6: a different view on nested justification systems. Even though, it is not completely solved for graph-like justifications, nested justification systems can be used to define modular
semantics as shown by the various applications at the end of Chapter 6. In
that chapter, we showed that nested justification systems can be viewed in a
different light, at least for tree-like justifications. At the end of this chapter, by
happenstance, we also solved tree-like consistency.

This work advances the state of justification theory quite a lot compared to the
works of Denecker (1993); Denecker et al. (2015). We established a number of
properties that can be checked for new branch evaluations in order to check
their soundness.

7.2 Future Directions

Conducting science usually raises more questions than it can answer. This thesis
is no exception. We distinguish two future research directions: applications and
extensions of justification theory. Let us first discuss the challenges and open
questions.

7.2.1 Challenges and Open Questions

In Chapter 3, we discussed the connection between different justification
semantics. In particular, we have that every $B_{\text{wf}}$-model is a $B_{\text{st}}$-model, every
$B_{\text{KK}}$-model and every $B_{\text{st}}$-model are a $B_{\text{sp}}$-model, and similar for $B_{\text{cwf}}$ and
$B_{\text{cst}}$. Determining such a relation between two branch evaluations happens on
a case-by-case basis. Crucial for proving these relations are the splittability
property and the associated pasting theorem (Theorem 2.6.20). Determining a
general property on two branch evaluations $B_1$ and $B_2$ so that every $B_1$-model
is a $B_2$-model might give more insight between the relation of various branch
evaluations. Similarly, when fixing the interpretation of the open facts, we have
that the $B_{\text{KK}}$-model is the $\leq_p$-least $B_{\text{sp}}$-model, the $B_{\text{wf}}$-model is the $\leq_p$-least
$B_{\text{st}}$-model, and similarly for $B_{\text{cw}}$ and $B_{\text{cs}}$. Also, for these types of result, having
an easy to check property might come in handy.

Chapter 4 establishes justification theory in a game theoretic setting. This
connection is only used to prove consistency in a finite context. Future work
should exploit it further by bringing results from game theory to justification
theory. For example, results on memoryless determinacy of parity games
(Emerson and Jutla, 1991; Roux, 2019; Zielonka, 1998) and of $\omega$-automata (Jutla,
1997) might be useful to prove graph-like consistency. If a game associated to
a justification system is equivalent to a parity game or an $\omega$-automata, then
by our connection, the justification system is graph-like consistent. For a given
branch evaluation, not every justification system will have that form. Therefore, this line of work can be useful to determine consistency of certain systems instead of the complete branch evaluation at hand.

The correspondence between AFT and justification theory outlined in Chapter 5 is a one-way street: for every justification frame, we can associate an AFT-approximator, but not the other way around. Therefore, it begs the question if the reverse is true. That is, does every approximator on a power set lattice correspond to a justification frame? If the answer is positive, then all applications of AFT on the power set lattice can be captured using justification theory. Let $L$ be a power set lattice on the set $F$. In our connection, $F$ is the set of positive (defined) facts. So given $F$, we can define $F_+ := F$. The difficult part is to come up with the correct rules. Every $I$ in $L$ corresponds to a conjunction $\bigwedge_{x \in I} x \land \bigwedge_{x \notin I} \sim x$. A naive rule set might have rules $y \leftarrow I_1 \cup \sim (L \setminus I_2)$ for $y \in A(I_1, I_2)_1$. This would however constructs a lot of rules with big bodies. Perhaps some resolution similar to ultimate justification frames can be performed. Solving this might allow us to bring over results in AFT to the main justification semantics. One example is stratification (Bogaerts and Cruz-Filipe, 2021; Vennekens et al., 2006, 2007a). Perhaps, we can characterise this more generally: in which cases is a justification frame stratifiable.

Apart from the main fixpoint types, there is another important type of fixpoint: the grounded fixpoints (Bogaerts, 2015; Bogaerts et al., 2015a,b). This raises the question whether there is a branch evaluation for which the models correspond to the grounded fixpoints. Perhaps, the justification frame has to be manipulated to be able to capture grounded fixpoints, just as we did for ultimate semantics.

We have added new type of fixpoints for co-well-founded and co-stable semantics on the AFT side. This begs the question if we can find corresponding algebraic fixpoints for an arbitrary branch evaluation.

The nested systems of Chapter 6 have a few open questions. At first, the graph-like strong equivalence between merge and compress is only proved for systems of depth two in case the branch evaluation is extendable. We conjecture this is true for any depth.

**Conjecture 7.2.1.** If all branch evaluations are extendable and nestable, then $\text{Merge}(\mathcal{JS})$ and $\text{Compress}(\mathcal{JS})$ are strongly equivalent for graph-like justifications.

Here, two possibilities arise to prove this. First, we can prove it directly by using the following conjecture.

**Conjecture 7.2.2.** Let $\mathcal{JS} = \langle F, F_d, F_{dl}, R, B, \{\mathcal{JS}_1, \ldots, \mathcal{JS}_k\}\rangle$ be a nested system of depth two and for each $1 \leq i \leq k$, let $\mathcal{JS}_i^\ell$ be a system strongly
equivalent to $\mathcal{JS}^i$. Then \(\text{Compress}(\mathcal{JS})\) is strongly equivalent to

\[
\text{Compress}\left(\langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{\mathcal{JS}^{i_1}, \ldots, \mathcal{JS}^{k_i}\} \rangle\right).
\]

**Proposition 7.2.3.** If Conjecture 7.2.2 holds, then Conjecture 7.2.1 holds.

**Proof.** The proof is done by induction of the depth of $\mathcal{JS}$. The cases depth 1 and 2 are already proven. So assume a depth $n > 2$ and the result holds for $m < n$. Therefore by induction, we know that $\text{Merge}(\mathcal{JS}^i)$ is strongly equivalent to $\text{Compress}(\mathcal{JS}^i)$. Since compression gives an unnested system, we have that $\text{Compress}(\mathcal{JS}^i) = \text{Compress}(\text{Compress}(\mathcal{JS}^i))$. By Conjecture 7.2.2, we have that $\text{Compress}(\mathcal{JS})$ and

\[
\text{Compress}(\langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{\text{Merge}(\mathcal{JS}^1), \ldots, \text{Merge}(\mathcal{JS}^k)\} \rangle)
\]

are strongly equivalent. The latter is strongly equivalent to

\[
\text{Merge}(\langle \mathcal{F}, \mathcal{F}_d, \mathcal{F}_{dl}, R, B, \{\text{Merge}(\mathcal{JS}^1), \ldots, \text{Merge}(\mathcal{JS}^k)\} \rangle)
\]

by the result of depth two, which is equal to $\text{Merge}(\mathcal{JS})$ by Lemma 6.3.3.

A second possibility to prove Conjecture 7.2.1 is by proving graph-reducibility of merge.

**Proposition 7.2.4.** If $\text{Merge}(\mathcal{JS})$ is graph-reducible, then Conjecture 7.2.1 holds.

**Proof.** In Fig. 6.1, the condition amount to the arrows with label 11, making a loop in the middle to get the following chain of inequalities:

\[
SV^g_{\text{Merge}}(x) \leq_t SV^g_{\text{Compress}}(x) \leq_t SV^t_{\text{Compress}}(x) = SV^t_{\text{Merge}}(x) \leq_t SV^g_{\text{Merge}}(x).
\]

Therefore, this collapses to all equalities, thus completing the proof.

This brings us to the second missing result in Chapter 6: the consistency of compress and merge. The consistency of the compression is related to the complementarity of compress.

**Proposition 7.2.5.** If $\text{Compress}(\mathcal{JS})$ is complementary and the top-level branch evaluation is consistent, then $\text{Compress}(\mathcal{JS})$ is consistent.

By lack of counterexamples, we conjecture that $\text{Compress}(\mathcal{JS})$ is complementary if all branch evaluations are consistent.
**Conjecture 7.2.6.** Let $JS$ be a nested system such that all branch evaluations are graph-like consistent, then $\text{Compress}(JS)$ is complementary.

For the consistency of merge, we can either try to prove it directly, or by using Conjecture 7.2.1 if it is true.

**Proposition 7.2.7.** If $\text{Compress}(JS)$ is complementary and Conjecture 7.2.1 holds, then $\text{Merge}(JS)$ is graph-like consistent.

For nested systems, we do not have the AFT connection from Chapter 5, apart from the approximator corresponding to the compression. Researching this further will allow to bring nestings to AFT. Bogaerts (2015) conjectured that fixpoint definitions correspond to the unique grounded fixpoint (or unique stable fixpoint) of some operator. The idea sketched is reminiscent of the merge system. Exploring this further might bring about nestings to AFT.

### 7.2.2 Applications of Justification Theory

So far, justification theory has not as many applications covered as AFT, and a future challenge is to cover more applications. One way to do this is to exploit the connection between AFT and justification theory set about in Chapter 5. Two important fields captured by AFT, but not by justification theory are autoepistemic logic and default logic. Other applications include extensions of logic programming (Antic et al., 2013; Charalambidis et al., 2018; Pelov et al., 2007), description logics (Liu et al., 2016) and active integrity constraints (Bogaerts and Cruz-Filipe, 2018).

By extending the AFT connection in the other direction, we can construct a justification frame corresponding to an approximator (see discussion above). If such a construction is possible, most applications of AFT can be captured. We should start to investigate what justifications mean and what they can teach us in this setting. We might also investigate whether the automated way of translating an approximator in a justification frame corresponds to the “natural” justifications arising in these settings.

### 7.2.3 Extensions of Justification Theory

We have seen in Example 6.5.9 that the propositional nature of justification theory can be hampering to get succinct explanations from justifications. Perhaps, extending justification theory to a first-order system might alleviate this problem.
Example 7.2.8. The second justification from Example 6.5.9 can expressed as follows.

\[
\begin{array}{cc}
Prime(3) & 3 \leq X \\
2 < 3 & \sim Prime(0) & \sim Prime(1) & \sim Divisible(3, 2) & \sim (X < 3) \\
& \sim (2 < 0) & \sim (2 < 1)
\end{array}
\]

The rightmost edge has a condition \(3 \leq X\) and it means that the fact \(\sim (X < 3)\) is a child of \(Prime(3)\) for each such \(X\).

By allowing first-order logic formulae with free variables as facts, we can extend justification theory. However, justifications now have arbitrary first-order logic conditions on the edges. For tree-like justifications, we can take the conjunction of the conditions of the edges leading up to the fact to resolve the actual set of facts. However, you still need to resolve possible unifications of the variables occurring in the conditions. For graph-like justifications, this becomes more difficult due the existence of loops. It is not clear yet how to resolve this problem. One line of research is expanding on this idea to bring true first-order logic to justification theory. A benefit of researching this type of justification theory is that redundant and duplicate information of a justification can be represented compactly. Related to this is the work of Bogaerts and Weinzierl (2018), where they construct justifications to learn new clauses. However, if these clauses are of a first-order nature, the learned clause could be more generally applicable and more succinctly represented. Some preliminary work by Bogaerts, Marynissen, and Weinzierl (2020) on completion formulas for non-ground programs might give insight on how to resolve unifications between the conditions in a first-order graph-like justification.
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