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Self-Introduction – Chris Develder

§ Professor at UGent since Oct. 2007
§ Research Interests:

- Natural language processing (NLP) for information extraction (IE)
- Data analytics and machine learning for smart grids
- Past: track record in dimensioning and optimizing optical networks

§ Visiting researcher at UC Davis, CA, USA, Jul-Oct. 2007  (optical networks)
§ Visiting researcher at Columbia Univ., NY, USA, 2013-15  (IE & information retrieval)

§ Industry Experience: Network planning/design tools
§ OPNET Technologies, 2004-05

§ PhD on optical packet switching, UGent, 2003

See http://users.ugent.be/~cdvelder/ and https://ugentt2k.github.io/
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Self-introduction – T2K team @ IDLab, UGent
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What is Natural Language Processing?
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“NLP takes as input text in human language and processes it in a way that 
suggests an intelligent process was involved”

- Yoav Goldberg, Introduction to NLP 

Human
language

Non-trivial 
useful output
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Evolution of NLP techniques

§ 1950 – 1990s – Write many rules

§ 1990s – 2000s – Corpus-based statistics

§ 2000s - ~2014 – Supervised machine learning

§ 2014 – today – “Deep learning”

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



NLP today … speech interfaces
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“Coffee near Brussels Central Station”



NLP today … question answering

IBM Watson: 25 engineers; 4 years; 
200 subsystems; 2,880 cores; 15 
TB storage …
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NLP today … machine translation 
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OUTLINE

§ INTRO: Why NLP? Why neural networks for NLP?
§ PART I: Joint entity recognition and relation extraction

§ PART II: Automated lyrics annotation
§ PART III: Explaining character-aware NNs for word-level prediction

§ PART IV: Predefined sparseness in recurrent sequence models

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



G. Bekoulis, J. Deleu, T. Demeester and C. Develder, “An attentive neural architecture for joint segmentation and 
parsing and its application to real estate ads”, Expert Syst. Appl., Vol. 102, 15 Jul. 2018, pp. 100-112.

G. Bekoulis, J. Deleu, T. Demeester and C. Develder, "Adversarial training for multi-context joint entity and relation 
extraction", in Proc. Conf. Empirical Methods in Natural Lang. Processing (EMNLP 2018), Brussels, Belgium, 31 Oct. - 4 
Nov. 2018.

PART I:
Joint entity recognition &

relation extraction

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

G. Bekoulis, J. Deleu, T. Demeester and C. Develder, “Joint entity recognition and relation extraction as a multi-head 
selection problem”, Expert Syst. Appl., Vol. 114, Dec. 2018, pp. 34-45.



Problem: Real estate information extraction

INPUT: Advertisement OUTPUT: Property structure

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

The property includes the 
apartment house with a 
garage. The house has living 
room, kitchen and bathroom
with shower.

property
house | mention = ‘apartment house’

living room | mention = ‘living room’
kitchen | mention = ‘kitchen’
bathroom | mention = ‘bathroom’

shower | mention = ‘shower’
garage | mention = ‘garage’



Why is this useful?

Specialized filtering Automatic price prediction

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Our solutions

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

(1) ER (2) local
prediction

per pair

threshold-
based

...

(1+2) joint entity recognition
& part-of RE

entity
recognition

relation
extraction

tree
construction

spanning
tree

(1) ER (2) global
prediction

for all pairs

spanning
tree

...

spanning
tree

...

Model 1: Local RE

Model 2: Global RE

Model 3: Joint ER + RE



TWO-STEP MODEL
(1) Entity recognition

(2) Construct property tree

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Entity recognition = Sequence labeling

§ Classical NLP task = NER, named entity recognition

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Entity recognition = Sequence labeling

§ Classical NLP task = NER, named entity recognition
• Types of “entities”: 

§ geo = geographical entity
§ org = Organization
§ per = Person
§ gpe = Geopolitical Entity
§ tim = Time indicator
§ art = Artifact
§ eve = Event
§ nat = Natural Phenomenon

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

• Encoding of “labels”: BIO
§ B = beginning
§ I = inside
§ O = outside



Entity recognition = Sequence labeling

§ Classical NLP task = NER, named entity recognition

§ Solution: Conditional Random Fields (CRF)
• undirected graphical mode or Markov random field
• globally conditioned on random variable representing observation sequences

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB
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Structure prediction = Dependency parsing

§ Classical NLP task = dependency parsing

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Structure prediction = Dependency parsing

§ Classical NLP task = dependency parsing

§ Solutions:
• Graph-based model = find the maximum spanning tree

§ Edge represents potential dependency
§ Assign score to each edge (with machine learning)
§ Keep the tree with the highest score

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Structure prediction = Dependency parsing

§ Classical NLP task = dependency parsing

§ Solutions:
• Graph-based model
• Transition-based model

§ Process text left-to-right
§ Stepwise tree construction
§ Decision based on feature representation of stack & queue

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB
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INTERMEZZO 1
Introduction to RNNs for NLP

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Goal of this intermezzo …

§ Recurrent neural network basics
§ Conceptual overview of RNN architectures

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Sequential data

Basic RNN modelRNN architectures



§ Named entity recognition 

§ Text categorization

§ Sentiment classification

§ Machine translation

§ Speech-to-text

§ Caption generation

Tasks with sequential data

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Parkinson’s implant 
‘transforms lives’
A treatment that has restored the 
movement of patients with …

economy
conflict
health
gossip

Comedian Zelensky wins
Ukraine’s elections.

Comedian Zelensky wins
Ukraine’s elections.

Predictable sequel with crass, 
suggestive humor

Je suis ravi de vous rencontrer. I’m pleased to meet you.

Winter is coming.

A man in black armor with 
a sword



Goal of this intermezzo …

§ Recurrent neural network basics
§ Conceptual overview of RNN architectures
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Goal of this intermezzo …

§ Recurrent neural network basics
§ Conceptual overview of RNN architectures
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Sequential data

Basic RNN modelRNN architectures



Notations

§ Input sequence:

§ Output sequence:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

input item at position t
(t ∊ [1, …, Tx])

Tx = length of input sequence

distinction between predicted model output y<t >

vs. actual output item y<t > at position t
Tx = length of input sequence
(not always Tx = Ty )

x<2>x<1> x<t > x<    >Tx. . . . . .

y<2>y<1> y<t > y<    >Ty. . . . . .^ ^ ^ ^

^



Example sequence representation

§ Input sequence:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Comedian Zelensky wins Ukraine               s                elections

a
aa

elections

zus

. . 
.

. . 
.

vocabulary size
(e.g., 10k words)

This example: “one-hot” word representations
(smarter choices are possible, cf. “embeddings”)



Why not simple “feed-forward” neural nets?

§ Problems:
• How to deal with variable length sequences?
• How to share features among words at different positions?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

... ...... ... ... ...

10,000 x



Recurrent neural network

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

activation 
of the neural network 
= RNN “state”

zero vector
as initial 
state

...

comedian zelensky wins



Recurrent neural network

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

...

comedian zelensky wins

“unrolled” RNN representation “compact” RNN 
representation



activation function                               or

Elman RNN model

§ Output at step t = based on current input + previous state
§ All past sequence items are compressed into the previous state

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

activation function

weight matrix bias



§ Output at step t = based on current input + previous state
§ All past sequence items are compressed into the previous state

§ “Vanilla” RNN model
§ Known issues during training, suffers from short-range memory …

Elman RNN model

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

“recurrent” term



Forward propagation

these dependencies are important for training the RNN 
with the backpropagation-through-time algorithm

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Comedian

0.09

Zelensky

0.83

wins

0.02

elections

0.001

...0

!



Goal of this intermezzo …

§ Recurrent neural network basics
§ Conceptual overview of RNN architectures
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Many-to-many architecture

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

...

input sequence

output sequence of equal length



Many-to-one architecture

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

...

input sequence

last state              can be seen as a 
representation (or ‘summary’)
of the entire input sequence

single output



One-to-many architecture

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

...

single input item

output sequence 



Encoder/decoder architecture
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...

input sequence

Encoder

Decoder

...

output sequence
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§ Named entity recognition 

§ Text categorization

§ Sentiment classification

§ Machine translation

§ Speech-to-text

§ Caption generation

Tasks with sequential data

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Parkinson’s implant 
‘transforms lives’
A treatment that has restored the 
movement of patients with …

economy
conflict
health
gossip

Comedian Zelensky wins
Ukraine’s elections.

Comedian Zelensky wins
Ukraine’s elections.

Predictable sequel with crass, 
suggestive humor

Je suis ravi de vous rencontrer. I’m pleased to meet you.

Winter is coming.

A man in black armor with 
a sword

à Many-to-many

à Many-to-one

à Many-to-one

à Encoder/decoder

à Encoder/decoder

à One-to-many



INTERMEZZO 2
Notions of “embeddings”

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Why dense word vectors?

§ What? 
• Vector representation = short (50-1000) + dense (mostly non-zero)

§ Why?
• Easier to use as features (less parameters)
• May generalize better
• May better capture synonymy
• …
à They work better in practice!

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Examples

§ Word2vec - https://code.google.com/archive/p/word2vec/
§ Glove - http://nlp.stanford.edu/projects/glove

§ Fasttext - http://www.fasttext.cc/

Recent approaches use contextualized representations,
i.e., dependent on surrounding words:

§ ELMO - https://allennlp.org/elmo

§ Bert - https://github.com/google-research/bert
§ …

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Word2vec

§ Idea:
• Look at words in context
• Rather than counting how often w occurs near another, say “apricot”,

train a classifier on a binary prediction task: is w likely to occur near “apricot”?
• Use classifier weights as the embeddings

§ Two classification tasks:
• CBOW = continuous bag-of-words
• Skip-gram

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Word2vec – Skip-gram training

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Training sentence:

... lemon, a tablespoon of apricot jam  a pinch ... 
c1 c2 t c3 c4

6.7 • WORD2VEC 17

Equation 6.19 give us the probability for one word, but we need to take account
of the multiple context words in the window. Skip-gram makes the strong but very
useful simplifying assumption that all context words are independent, allowing us to
just multiply their probabilities:

P(+|t,c1:k) =
kY

i=1

1
1+ e�t·ci

(6.21)

logP(+|t,c1:k) =
kX

i=1

log
1

1+ e�t·ci
(6.22)

In summary, skip-gram trains a probabilistic classifier that, given a test target
word t and its context window of k words c1:k, assigns a probability based on how
similar this context window is to the target word. The probability is based on apply-
ing the logistic (sigmoid) function to the dot product of the embeddings of the target
word with each context word. We could thus compute this probability if only we
had embeddings for each word target and context word in the vocabulary. Let’s now
turn to learning these embeddings (which is the real goal of training this classifier in
the first place).

6.7.2 Learning skip-gram embeddings
Word2vec learns embeddings by starting with an initial set of embedding vectors
and then iteratively shifting the embedding of each word w to be more like the em-
beddings of words that occur nearby in texts, and less like the embeddings of words
that don’t occur nearby.

Let’s start by considering a single piece of the training data, from the sentence
above:

... lemon, a [tablespoon of apricot jam, a] pinch ...

c1 c2 t c3 c4

This example has a target word t (apricot), and 4 context words in the L = ±2
window, resulting in 4 positive training instances (on the left below):

positive examples +
t c
apricot tablespoon
apricot of
apricot preserves
apricot or

negative examples -
t c t c
apricot aardvark apricot twelve
apricot puddle apricot hello
apricot where apricot dear
apricot coaxial apricot forever

For training a binary classifier we also need negative examples, and in fact skip-
gram uses more negative examples than positive examples, the ratio set by a param-
eter k. So for each of these (t,c) training instances we’ll create k negative samples,
each consisting of the target t plus a ‘noise word’. A noise word is a random word
from the lexicon, constrained not to be the target word t. The right above shows the
setting where k = 2, so we’ll have 2 negative examples in the negative training set
� for each positive example t,c.

The noise words are chosen according to their weighted unigram frequency
pa(w), where a is a weight. If we were sampling according to unweighted fre-
quency p(w), it would mean that with unigram probability p(“the”) we would choose
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Word2vec - Training

§ Words V as vectors of fixed length (say 300)
§ Initialize randomly, i.e., 300 x V random parameters

§ Adjust word vectors over training set, to
• Maximize similarity target word, context word pairs (t, c)

• Minimize similarity of (t,c) pairs from negative data 

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Embeddings capture relational meaning

vector(‘king’) - vector(‘man’) + vector(‘woman’)  ≈	vector(‘queen’)

vector(‘Paris’) - vector(‘France’) + vector(‘Italy’) ≈ vector(‘Rome’)

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



JOINT MODEL

Extract entities + construct property tree at once

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Goal: Joint entity recognition and relation extraction

§ Solving two tasks at once:
1. Entity recognition

2. Relation extraction
§ Use adversarial training

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Overall model architecture



Relation extraction: Multihead selection

§ Scoring matrix for each potential relation
§ Score for (A,B) indicates probability that A is head of B



Adversarial training

§ Idea:
Regularization method to improve the robustness of neural network methods 
by adding small perturbations in the training data

§ Application in NLP:
• Text classication (Miyato et al., 2017)
• Relation extraction (Wu et al., 2017)
• POS tagging (Yasunaga et al., 2018)

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Source: Goodfellow et al. (2015).



Overall model architecture + Adversarial training

§ Idea: Adding worst case noise from the perspective of the loss



Experimental evaluation: Datasets

§ ACE04
(NER + relation extraction)

§ CoNLL04
(NER + relation extraction)

§ DREC
(real estate)

§ ADE
(adverse drug effects)

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Experimental results

Performance close or better compared to feature based models

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Experimental results

Improvement for both entities and relations

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Experimental results

• AT outperforms the neural baseline model consistently across multiple and 
diverse datasets

• Improvement of AT depends on the dataset

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Conclusions on joint entity + relation extraction

• Proposed a new joint model that outperforms all previous methods that do 
not rely on external features or NLP tools

• Studied effectiveness of adversarial training as a regularization method 
over a multi-context baseline joint model

• Large scale experimental evaluation

• Improvement for each task (i.e., entity and relation extraction) separately, 
as well as the overall performance of the baseline joint model

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



L. Sterckx, J. Deleu, C. Develder and T. Demeester, “Prior Attention for Style-aware Sequence-to-Sequence Models”, 
arXiv preprint, Jun. 2018. https://arxiv.org/abs/1806.09439

L. Sterckx, J. Naradowsky, B. Byrne, T. Demeester and C. Develder, “Break it down for me: A study in automated lyric 
annotation”, in Proc. Conf. Empirical Methods in Natural Lang. Processing (EMNLP 2017), Copenhagen, Denmark, 7-11 
Sep. 2017, pp. 2064-70.

PART II:
Automated lyrics annotation

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Automated lyric annotation

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Real G’s Move in 
Silence Like Lasagna

When you pronounce lasagna, the G is silent. 
Real gangsters (G’s) move in silence too:

they keep their activities out of the spotlight.



Influence on language

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Neural Machine Translation

§ Problem
• NLP models are typically trained on “clean” data
• How to deal with slang, street language?

§ Solution
• Normalize slang to formal English using Machine Translation

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Data

§ Problem
Machine translation systems require thousands of 
examples

§ Solution
genius.com - Platform for social annotation

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Machine Translation Baselines

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Evaluation

§ Data:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Components:
- Precision: fraction of translation words correct?
- Recall: how many target words matched?
- Penalty: mismatch in word order, length …
Higher score = better§ Results:



INTERMEZZO: Attention

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Source: https://www.tensorflow.org/alpha/tutorials/text/nmt_with_attention

attention 
vectorcontext 

vector

attention 
weights



Alignment

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



F. Godin, K. Demuynck, J. Dambre, W. De Neve and T. Demeester, “Explaining character-aware neural networks for 
word-level prediction: Do they discover linguistic rules?”, in Proc. Conf. Empirical Methods in Natural Lang. 
Processing (EMNLP 2018), Brussels, Belgium, 31 Oct. - 4 Nov. 2018.

PART III:
Explaining character-aware neural 
networks for word-level prediction

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Word-level prediction tasks?

§ Morphological tagging: predict morphological labels for a word
(gender, tense, singular/plural, …)

§ Manual annotations available for subset of words

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

económicas

lemma = económico

gender = feminine

number = plural

económicas

lemma = económico

gender = feminine

number = plural

económicas

económicas



Interpretability

§ Rule-based / tree-based systems
⇒ Transparent: follow the trace!

§ Shallow statistical models (e.g., logistic regression, CRFs…)

⇒ Essentially: weights x features

§ Neural network models

⇒ … ?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

E.g., Brill’s transformation-based error-driven tagger*:

Template

Change the most-likely tag 
X to Y if the last (1,2,3,4) 

characters of the word are x

Rule

Change the tag common 
noun to plural common noun

if the word has suffix -s

*: E.. Brill, “Transformation-based error-driven learning and natural language processing: 
A case study in part-of-speech tagging”,. Computational linguistics, 21(4), 543-565.



Proposed method

§ We present contextual decomposition (CD) for CNNs
• Extends CD for LSTMs (Murdoch et al. 2018)
• White box approach to interpretability

§ We trace back morphological tagging decisions to the character-level
Research questions:
• Which characters are important?
• Same patterns as linguistically known?
• Difference between CNN and BiLSTM?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Up next

§ Contextual decomposition for CNNs
• Concept of CD
• CD applied to CNNs = convolution + pooling + classification layer

§ Experiments
• Datasets
• Architectures: CNN vs BiLSTM
• Q1: Visualization of character contributions?
• Q2: Agreement with manual (expert) segmentation?
• Q3: Which patterns found? Compositions of patterns?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Contextual decomposition for CNNs

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Contextual Decomposition (CD)

Idea: Every output value can be “decomposed” in

§ Relevant contributions originating from the input we are interested in
(e.g., some specific characters)

§ Irrelevant contributions originating from all the other inputs
(e.g., all other characters in a word)

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

CNN

relevant irrelevant

pluraleconómicas
económicas
económicas
…



Contextual Decomposition for CNNs

§ Three main components of CNN
• Convolution
• Activation function
• Max-over-time pooling

§ Classification layer

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

^ e c o n o m i c a s $

. . .

Max over time
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Gender = feminine

CNN filters



Contextual Decomposition for CNNs: Convolution

Output of single convolutional filter at timestep t :

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

n = filter size
S = Indexes of of relevant inputs
Wi = ith column of filter W

^  e c  o  n  ó m  i c  a s  $

Indexes S : 8, 9, 10, 11

Relevant Irrelevant9 8, 10, 11



Contextual Decomposition for CNNs: Activation function

§ Goal: linearize activation function to split output

§ Linearization formula:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Average over all possible
component orderings

Function of the first terms
up to and including yk

Function of the first terms
up to (but excluding) yk



Contextual Decomposition for CNNs: Max pooling

§ Max-over-time pooling:

§ Determine t and split that particular instance

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

^ e c o n o m i c a s $

. . .

Max over time

FC

Gender = feminine

CNN filters



Contextual Decomposition for CNNs: Classification layer

§ Probability of certain class from softmax-layer:

§ Simplify to linear part, i.e., weight matrix:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

^ e c o n o m i c a s $

. . .

Max over time

FC

Gender = feminine

CNN filters

Relevant contribution to class j



Experiments

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Datasets

§ Universal dependencies 1.4:
• Finnish, Spanish and Swedish
• Select all unique words and their morphological labels

§ Manual annotations and segmentations of 300 test set words

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Architectures: CNN vs BiLSTM

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

^ e c o n o m i c a s $

. . .

Max over time

FC

Gender = feminine

CNN filters

^ e  c  o  n o  m  i c  a s  $

FC

Gender = feminine

Left-to-right LSTM

Right-to-left LSTM

CNN BiLSTM



Q1: Visualization of character contributions?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Spanish

^  g  r   a  t  u   i t  a $

Label: Gender = feminine



Q1: Visualization of character contributions?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

CNN BiLSTM

^   k   r   o   n   o   r $ ^   k   r   o   n   o   r $

^
k
r
o
n
o
r
$

^
k
r
o
n
o
r
$

Label: number = plural



Q2: Agreement with manual (expert) segmentation?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

all = every possible combination of characters
cons = all consecutive character n-grams

Top-k character 
sequences considered

% test words for which gold label is 
among top-k sequences



Q3: Which patterns found? Compositions of patterns?

Spanish:
§ Linguistic rules for feminine gender: 

• Feminine adjectives often end with “a”
• Nouns ending with “dad” or “ión” are often feminine

§ Patterns found:
• “a” is a very important pattern
• “dad” and “sió” are import trigrams

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Q3: Which patterns found? Compositions of patterns?

Swedish:
§ Linguistic rules for feminine gender: 

• 5 suffixes: or, ar, (e)r, n, and no ending

§ Patterns found:
• “or” and “ar”
• But also “na”  and “rn”  à “na” is definite article in plural forms

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Q3: Which patterns found? Compositions of patterns?

§ How do positive and negative patterns interact?
Consider the Spanish verb “gusta”
• Gender = Not Applicable (NA)
• We know that suffix “a” is indicator for gender=feminine

§ Consider most positive/negative set of characters per class:

⇒ Stem provides counter-evidence for “gender = feminine”

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Wrap-up

§ We introduced a white box approach to understanding CNNs

§ We showed that:
• BiLSTMs and CNNs sometimes choose different patterns
• The learned patterns coincide with our linguistic knowledge
• Sometimes other plausible patterns are used

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



T. Demeester, J. Deleu, F. Godin and C. Develder, “Predefined sparseness in recurrent sequence models”, in Proc. 
SIGNLL Conf. Comput. Natural Language Learning (CoNLL 2018), Brussels, Belgium, 31 Oct. - 1 Nov. 2018.

PART IV:
Predefined sparseness in

recurrent sequence models

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Getting more out of big data …

“Big fat neural networks trained on huge amounts of data can solve everything”

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

https://imgs.xkcd.com/comics/machine_learning.png



Getting more out of big data …

“Big fat neural networks trained on huge amounts of data can solve everything”

… or should we rather
§ Do more with less data

§ Do the same with smaller models

“We choose to tackle problems that no one else can”
– Sander Dieleman, Deepmind

§ Dozens of GPU cores in parallel ← OK
§ Training takes over a week ← OK

§ Lots of hyperparameter tuning ← NOT OK

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Getting more out of big data …

Recent trends towards “injecting” extra knowledge
§ Implicitly:   pretraining on large datasets

• Howard, Ruder. “ULMFiT: Universal language model fine-tuning for 
text classification”. ACL 2018. 

• Clark, Lee, Zettlemoyer. ELMO: “Deep contextualized word 
representations”. NAACL 2018.

• Devlin, Chang, Lee, Toutanova. BERT: “Pre-training of deep 
bidirectional transformers for language understanding”.

§ Explicitly:   e.g., logical rules, reasoning tools
• Demeester, Rocktaschel, Riedel. “Lifted rule injection for relation 

embeddings”. EMNLP 2016
• Minervini, Demeester, Rocktäschel, Riedel. “Adversarial sets for 

regularising neural link predictors”. UAI 2017.
• Manhaeve, Dumančić, Kimmig, Demeester, De Raedt. DeepProbLog: 

“Neural probabilistic logic programming”. NeurIPS 2018

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Getting more out of big data …

Two complementary approaches:

1. Do more with less

2. Insert “knowledge”

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Getting more out of big data …

Two complementary approaches:

1. Do more with less

2. Insert “knowledge”

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

T. Demeester, J. Deleu, F. Godin and C. Develder, “Predefined 
sparseness in recurrent sequence models”, in Proc. 
SIGNLL Conf. Comput. Natural Language Learning (CoNLL
2018), Brussels, Belgium, 31 Oct. - 1 Nov. 2018.

Smaller models For specific NLP applications



Sparse neural networks

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

sparsify

dense model sparse model

‘smaller’  model
(lower memory footprint)



Sparsifying by weight pruning

Highly sparse with accuracy close to dense models [1]

Large sparse networks can be better than small dense models [2]

But then: large dense network needed during training!

⇒ Goal: Models that are sparse from the start, i.e., “predefined sparseness”

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

[1] Narang et al. “Exploring sparsity in RNNs” (ICLR 2017)
[2] Kalchbrenner et al. “Efficient neural audio synthesis” (ICML 2018)

0 0

0 0 0

0 0 0

0

update + apply
pruning mask

Wdense Wsparse



Inspiration from literature

“Application of sparse coding in language processing is far from extensive, when 
compared to speech processing” [3]

⇒ Need for sparse models in NLP!

“Natural language is high-rank” [4]

⇒ How to train large sparse representations despite memory constraints?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

[3] Wang et al. “Deep and sparse learning in speech and language processing: An overview”  BICS 2016
[4] Yang et al. “Breaking the softmax bottleneck: A high-rank RNN language model.”  ICLR 2018



Predefined sparseness in NLP

Two experiments (many others are possible)
§ Predefined sparseness in recurrent sequence encoders

§ Predefined sparseness on the word embedding level

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Predefined sparseness for RNNs

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Predefined sparseness for RNNs

Any recurrent cell (RNN, LSTM, GRU, …) has 2 types of matrices
§ Hidden-to-hidden:

§ Input-to-hidden:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB
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h

h
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Whh

Whi
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1
...

N

block-diagonal
(density 1/N)

γi

(density γ)

0

0 0

0

0

0

0

0



Predefined sparseness for RNNs

With sparse Whh and Whi

§ the number of hidden-to-hidden interactions is strongly reduced
(cf. weight dropping in Whh [5])

§ not all hidden dimensions have access to each input dimension

⇒ Why this particular choice?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

[5] Merity et al. “Regularizing and optimizing LSTM language models.”  ICLR 2018.



Motivation for chosen sparse matrices

Vanilla RNN:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

ht

tanh

xt

ht-1
WhiWhh



Motivation for chosen sparse matrices

Vanilla RNN + sparseness:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

ht

tanh

xt

ht-1



Motivation for chosen sparse matrices

Vanilla RNN + sparseness:

⇒ Resulting RNN is equivalent to N smaller dense RNNs in parallel
§ Only possible with output divided into disjoint segments
§ But input can be (partly) shared between components
§ Holds for vanilla RNN, LSTM, GRU,...
§ Allows using standard tools (CuDNN) 

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB
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Language modeling with sparse LSTM

§ Baseline:  AWD-LSTM model [5] with 3-layer stacked LSTM

§ Sparse counterpart:
• Middle LSTM hidden size x 1.5 (from 1150 to 1725)
• Sparse; same number of parameters
• Same regularization settings 

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

[5] Merity et al. “Regularizing and optimizing LSTM language models.”  ICLR 2018.



Language modeling with sparse LSTM

§ First train run (500 epochs):

§ Further training (“finetune”):  Sparse model overfits

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Model Penn Treebank test perplexity

reported [5] 58.8

baseline 58.8 ± 0.3

sparse LSTM 57.9 ± 0.3

[5] Merity et al. “Regularizing and optimizing LSTM language models.”  ICLR 2018.



Predefined sparseness in
word embeddings

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Predefined sparseness in word embeddings

§ Goal:
decide upfront which entries in embedding matrix E ∊ ℝV×k are 0

§ Observation:
word occurrence frequencies
follow Zipf’s law

⇒Representing long tail of rare terms
with short embeddings would greatly
reduce memory requirements (to
store non-zero elements)

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB
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source: Manning, Schütze, Raghavan, “Introduction to 
Information Retrieval”, Cambridge UP, 2009

log(rank)

highly 
infrequent 

words



Predefined sparseness in word embeddings

§ Predefined sparse embedding matrix E ?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

k embedding dimensions

vocabulary
V

# trainable parameters = k V

E



Predefined sparseness in word embeddings

§ Predefined sparse embedding matrix E ?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB
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V

k embedding dimensions

E

Rare term 
embedding

Frequent term 
embedding

# trainable parameters = k V δE

E



Predefined sparseness in word embeddings

§ Predefined sparse embedding matrix E ?

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

sorted
vocabulary

V

k embedding dimensions

E

# trainable parameters = k V δE

Sparse embedding space
• ‘first’ dimensions model many 

rare terms
• remaining dimensions model 

few frequent termsE



Predefined sparseness in word embeddings

§ Experimental setup:  
• POS tagging on Penn Treebank  
• Very small model (else too easy!)
• 20-D word embeddings (876k params)
• BiLSTM state size 10+10  (3k params)

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

NP = noun phrase
N = noun
D = determiner

VP = verb phrase
V = verb
A = adjective

PP = prepositional phrase
P =  preposition



Predefined sparseness in word embeddings

§ Experimental setup:  
• POS tagging on Penn Treebank  
• Very small model (else too easy!)
• 20-D word embeddings (876k params)
• BiLSTM state size 10+10  (3k params)

§ Embedding matrix:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

25% rarest words: 
embedding length 1

8% most frequent words: 
embedding length ≥10

192 most frequent words: 
max. embedding length



Predefined sparseness in word embeddings

§ Experimental setup:  
• POS tagging on Penn Treebank  
• Very small model (else too easy!)
• 20-D word embeddings (876k params)
• BiLSTM state size 10+10  (3k params)

§ Embedding matrix:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Predefined sparseness in word embeddings

Resulting POS tag accuracy:

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

E has same number
of trainable parameters
for given x-value 

Sparse δE = 0.5



Conclusions

§ Simple ideas for predefined sparseness in RNNs and embedding layers

§ Predefined Sparseness has potential in NLP

§ But … further investigation needed 
(for very large representation sizes for large vocabularies, etc.)

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB

Note: “predefined sparseness” code available 
https://github.com/tdmeeste/SparseSeqModels



Wrap-up

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Take-away messages

§ Neural models for natural language:
• (Sub)words can be represented in dense embeddings
• Sentence =  sequence of words, Word = sequence of letters
• Process sequences using either RNNs or CNNs

§ Sample applications:
• Joint entity recognition and relation extraction à end-to-end model based on BiLSTMs
• Automated lyrics annotation à example of seq2seq (or encoder/decoder) application
• Explaining character-aware NNs for word-level prediction à provides explaination
• Predefined sparseness in recurrent sequence models à decide on embedding structure

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB



Thank you.
Any questions?

chris.develder@ugent.be
http://users.ugent.be/~cdvelder

https://ugentt2k.github.io

C. Develder, et al., "Selected case studies in NLP", May 10, 2019 @ VUB


