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A computational language game model is presented that shows howa population of language
users can evolve from a brightness-based to a brightness+hue-based color term system. The
shift is triggered by a change in the communication challengesposed by the environment, com-
parable to what happened in English during the Middle English period in response to the rise
of dyeing and textile manufacturingc. 1150–1500. In a previous model that is able to explain
such a shift, these two color categorization strategies were explicitly represented. This is not
needed in our model. Instead, whether a population evolves a brightness- or a hue-based system
is an emergent phenomenon that depends only on environmental factors. In this way, the model
provides an explanation of how such a shift may come about without introducing additional
mechanisms that would require further explanation.

1. Introduction

There are thousands of languages in the world, differing notonly in the words
and grammatical elements of form they employ, but also in theconceptual distinc-
tions they make explicit. Moreover, these languages are notstatic: in all of them
a co-evolution of meaning and form continues to take place (see e.g. Fernandez-
Ordonez (1999)). Still, there are (near-)universals of language and language evo-
lution that require an explanation (Heine & Kuteva, 2002).

For many years, language universals were mainly ascribed togenetic predis-
positions (Chomsky, 1980; Pinker & Bloom, 1990; Hauser, Chomsky, & Fitch,
2002). Today, most are thought to be the result of environmental and cultural
rather than genetic factors (Steels, 2000; Croft, 2007; De Beule, 2008). Neverthe-
less, there are still only very few demonstrations, in the form of a computational
model for instance, that explain the appearance of complex regularities in the evo-
lution of natural languages without ultimately relying on built in mechanisms. It-
erated learning for example explains the emergence of compositionality by relying
on a strongly developed capacity and ‘desire’ of language learners to generalize
from examples, and on the assumption that language transmission is limited by a
learning bottleneck (Kirby & Hurford, 2002; Smith, Kirby, &Brighton, 2003).

This paper presents a model that demonstrates the kind of conceptual refocus-
ing that occurred in English between the Old English periodc. 600–1150 and the



Middle English periodc. 1150–1500, when the English color term system moved
from being predominantly based on brightness to predominantly based on a com-
bination of brightness and hue(Casson, 1997). Similar shifts also occured in other
languages (MacLaury, 1992).

A previous model (Bleys & Steels, 2009) explained such shifts by introduc-
ing an additional level of competition and selection between two explicitly repre-
sented and predefined language strategies (Steels, 2009): one for a brightness- and
one for a brightness+hue-based color term system. The current model shows that
this extra level is not required. Rather, these language strategies emerge for free.
The current model thus reproduces a non-trivial phenomenonwithout relying on
additional mechanisms that in turn would require further explanation.

In the next section, the model is described in detail. It is essentially a
prototype-based flexible extension to multiple dimensionsof the model presented
in (Puglisi, Baronchelli, & Loreto, 2008). It also bears similarities with the model
described in (Wellens, Loetzsch, & Steels, 2008). The results section shows that
the model can exhibit a shift from a brightness- to a hue-based color system when
triggered by environmental and communicative challenges,similar to those expe-
rienced by speakers of Old English as a result of the development of dyeing and
textile manufacturing. The discussion and conclusion section ends the paper.

2. The Model

The model is a language game model in which participants (or agents), each
equipped with simple communication abilities, engage in repeated communica-
tive interactions that eventually lead them to align their linguistic inventories. At
each time step, two agents are randomly chosen from a population to play a game.
They are presented with two distinguishable color samples,one of which is identi-
fied to the speaker agent as the topic of the game. The speaker agent then has one
chance to describe the topic color, based on his current inventory of color terms
and following a procedure described below; if the hearer agent correctly identifies
the intended topic color, the game succeeds; otherwise the correct topic is revealed
and the game fails.

Agents perceive the colors in the game as points in their private perceptual
color space. The linguistic inventory of an agent simply consists of stored exem-
plar colors in its perceptual space, each linked to one or more color terms. All
exemplars linked to the same term are said to form alinguistic category(Puglisi
et al., 2008). If an exemplar is part of several linguistic categories (in other words,
if it is linked to several color terms) then its main linguistic category is the one
corresponding to the most recently added color term. To describe the topic color
(i.e., find or create a color term to associate with the topic color), a speaker agent
first determines which stored exemplar colors most closely match each of the new
perceived colors. Standard Euclidian distance in color space is used for this. It
then faces one of three conditions:



(a) If both perceived colors match thesame color exemplar(and hence map to
the same color term), the speaker agent stores the new color that is further
away from the shared color exemplar as a new exemplar. This new exemplar
is then associated with all the color terms of the original exemplar, as well
as with a newly created term. Furthermore, the new term is also associated
with all previously stored exemplar colors in the main linguistic category of
the original exemplar that are closer to the new exemplar than to the other
perceived color. As such a new linguistic category is formedfor the new
term.

(b) If the perceived colors map todifferent color exemplars but with identical
main linguistic categories, then a new term is associated with the exemplar
closest to the topic color only if the agent’s current self-estimated success
rate is below70%.a This ensures (relative) stability while retaining flexibil-
ity in case of a drop in success.

c If the two perceived colors map todifferent color exemplars with different
main linguistic categories, then both colors may still be stored as new ex-
emplars for their respective color terms if they are far awayfrom other color
exemplars (as determined by a constant parameter representing the smallest
distinction in perceptual color space that agents are stillable to perceive).

In each of these cases, the speaker then utters the color termnow associated with
the main linguistic category of the topic color.

The hearer agent’s task is to choose the perceived color thatis the best match
for the term uttered by the speaker. It does so by first lookingup which of its own
color exemplars are closest to the two perceived colors and then checking whether
either is associated with the uttered term. It then chooses the perceived color
corresponding to whichever exemplar is linked to the speaker’s term (and making
a random choice if both or none of the exemplars are). The gamesucceeds if
the hearer correctly identifies the topic color. The hearer agent may also add
exemplars to its private perceptual color space using a procedure similar to that
used by the speaker agent (steps (a)–(c) above), but taking into account that the
topic color belongs to the linguistic category of the term used by the speaker).

Finally, if the game was a success, then the exemplar colors closest to the topic
color in both agents are marked as belongingonly to the linguistic category associ-
ated with the color term used in the game. This extra alignment mechanism helps
to ensure thatsharedlinguistic categories emerge as conventional collectionsof
color exemplars all linked to the same color term in a meaningful and useful way.
It extends the approach introduced in (Puglisi et al., 2008)to the case of multi-
ple dimensions and applies it to regions in perceptual spacedetermined by points
rather than by explicit boundaries.

aAgents keep track of their personal success in games as a running average.



We conclude our description of the model with two remarks. First, note that
although the model makes no explicit reference to the notionof globally shared
linguistic categories, they still emerge as a result of agents’ local attempts to im-
prove their language game performance. This forms a first example of how the
model explains a feature of language as an emergent phenomenon (Puglisi et al.,
2008).

Secondly, the model also makes no reference to specific linguistic strategies.
It works for any number of dimensions and has no prior preferences among them.
Still, as will be shown in the next section, it is capable of supporting a shift from
an initially stable brightness-based language system to a new, hue-based language
system. Each of these systems is the result of the same “universal” strategy re-
sponding to changing conditions, where this universal strategy is simply that of
self-organization.

3. Results

For convenience of presenting results, simulations were performed in two dimen-
sions, called thebrightnessandhuedimensions, each ranging from 0 to 1. The
minimal distance between colors in perceptual space still noticeable to agents was
set to 0.05. We ran repeated simulations of the model consisting of two stages.

In Stage 1, the topic and other colors in each game were alwaysset to be well
apart in the brightness dimension (at least one-fifth of its range, or 0.20). No
bias was employed in the hue dimension. Thus, this stage corresponds to Old
English usage, in which people only communicated color distinctions when the
brightness channel was salient. In the following section, it will be shown that this
case predominantly leads to brightness-based color term systems.

In Stage 2, the bias is removed from the brightness dimension, and samples
are distributed randomly across both brightness and hue dimensions. This corre-
sponds to an increased need to communicate color distinctions even when differ-
ences in brightness are not salient. Such a change reflects the increased commu-
nication challenge that is hypothesized to have occurred due to the rise of dyeing
and textile manufacturing. Consequently, a shift occurs from a now insufficient
brightness-based system to a better adapted brightness+hue-based system.

3.1. Stage 1

Figure 1 on the left shows the the average success rate over time across all agents,
along with the average number of color terms in the population. After first go-
ing through a phase of exploration in which new terms are proposed, the agents
manage to reach a reasonable success rate (≃ 85%) with on average a rather small
number of color terms (≃ 3.5–recall that unused color terms may disappear during
a successful game).

The left of Figure 2 shows the perceptual space of a typical agent after Stage
1, together with the exemplar colors amassed by the agent. Exemplar colors in the



Figure 1. Average success rate and number of color terms in Stage 1 (left) and Stage 2 (right).
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Figure 2. Example of color exemplars and (approximated) linguistic categories in the perceptual
color space of an agent after Stage 1 (left) and Stage 2 (right), showing a shift from a brightness-based
to a brightness+hue-based color system.

same linguistic category are shown using the same color. This agent’s system can
be considered brightness-based: its color categories are insensitive to hue (i.e.,
they all span the entire range of hue values) while they effectively partition the
brightness dimension.

To provide a more precise quantitative basis for this measure, we performed a
principal component analysis of the exemplar colors in eachcategory. A linear ap-
proximation of the category was then obtained as an ellipse with major and minor
axes along the principle components and with major and minorradii proportional
to the standard deviations of the exemplars along them. These ellipses are also
shown in Figure 2. A color category can now be defined to be brightness-based
if its approximating ellipse is oriented along the brightness dimension and has a
large eccentricity (in other words, if its shape is stretched out along the brightness
dimension).



To obtain an “average category” that can be used to compare these values
across the different stages (i.e., for different kinds of environmental bias arising
from the distribution of color samples), we can now also average over all color
categories from different agents and different runs, or rather over their elliptic di-
rections and eccentricities. Figure 3 shows three average categories each based on
100 simulations involving five agents. In each of the three runs, a different envi-
ronmental bias was employed. The large ellipse correspondsto the end of Stage 1
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Figure 3. Average (linear approximations of) linguistic categories resulting from different environ-
mental biases. The large red ellipse corresponds to a brightness-based system induced when the pre-
sented pairs of colors are required to differ by at least 0.2 in brightness (Stage 1). The middle ellipse
shows how the average category shifts toward being based on both brightness and hue in response to a
removal of the bias (Stage 2.) Finally, the inner ellipse corresponds to skipping Stage 1 (i.e., to having
no environmental bias from the beginning) and is included forreference.

and is clearly brightness-based: it extends over the entirehue dimension, and thus
can distinguish only between color percepts based on brightness. Its major axis
lies along the direction(Brightness= 0.96, Hue = 0.10) and its eccentricity is
0.89. It can be compared with the smallest ellipse, which represents the average
category arising in a completely unbiased environment, effectively skipping Stage
1. Its major direction is(0.49, 0.45), meaning that it does not distinguish color
percepts based specifically on either brightness or hue.

From these results, we can conclude that after Stage 1, agents have evolved
an efficient color term system, on average containing aroundthree to four mainly
brightness-based color terms.

3.2. Stage 2

Figure 1 on the right shows how the success rate and the numberof color terms
change after the switch to an unbiased environment. As new challenges are en-



countered, the success rate starts to fall, and new terms aretried out. Then align-
ment dynamics take over until a successful color system is established again, but
with on average around twice as many terms (≃ 8).

Figure 2 shows how the color system from Stage 1 (left) has changed in Stage
2 (right). The intermediate ellipse in Figure 3 shows the average linguistic cat-
egory after Stage 2. Clearly, a shift has occurred from a brightness-based color
term system to a more neutral system based on the full color space: the linguistic
categories from Stage 1 have become sensitive also to hue (i.e., they no longer
span the entire range of hue values) and new, additional categories have emerged
to fill the resulting gaps.

4. Discussion and conclusion

We have presented a computational language game model that is capable of show-
ing effects similar to those observed in natural languages.

Many of the assumptions made in the model are vast oversimplifications of
reality, and in particular may not properly model the details of perceptual color
space.b Despite these simplifications and the relatively small number of assump-
tions it makes, it can still explain how color systems based on brightness or hue
can emerge in a biased environment, without any built-in biases toward either kind
of system or strategy. Instead, environmental changes in the kinds of color distinc-
tions necessary to succeed at the language game are sufficient to push the model
toward more useful strategies. These results are qualitatively the same as what
happened in English during the Old English to Middle Englishcolor system shift.

The model does assume (models of) language users that are willing to play a
game, which captures aspects of daily life communications between human inter-
locutors. It therefore takes seriously the fact that language serves a function and is
best studied within the context of its use, in particular as it is subjected to the align-
ment dynamics induced by local, communicative usage interactions. Such interac-
tions may be sufficient to account for the emergence of usefullanguage strategies
(such as the brightness- and hue-based color systems demonstrated here) as well
as other universals of language, even in the absence of strong genetic biases.
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