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Abstract. Artificial agents trying to achieve communicative goals
in situated interactions in the real-world need powerful computa-
tional systems for conceptualizing their environment. In order to pro-
vide embodied artificial systems with rich semantics reminiscent of
human language complexity, agents need ways of both conceptu-
alizing complex compositional semantic structure and actively re-
constructing semantic structure, due to uncertainty and ambiguity
in transmission. Furthermore, the systems must be open-ended and
adaptive and allow agents to adjust their semantic inventories in order
to reach their goals. This paper presents recent progress in modeling
open-ended, grounded semantics through a unified software system
that addresses these problems.

1 INTRODUCTION
In the past ten years, computational experiments have demonstrated
how to ground language in the real world via perception and action,
as well as culturally in populations of agents. In these experiments
agents embodied in real robots engage in communicative interactions
about things in the physical world. Tremendous progress has been
made in explaining the coordination of sensorimotor categorical sys-
tems and their co-evolution with language [28, 24, 29, 30, 18, 4].
These studies convincingly demonstrate that open-ended, grounded
communication is possible and that the resulting systems are resilient
to perceptual noise, changes in the environment and perturbations of
the structure of the agent community.

However, most of this work focuses on simple utterances con-
sisting of one word or multiple words, without syntactic structure.
But natural language obviously is more complex than mere bags of
words. Rather, human language is compositional: the syntactic struc-
ture of an utterance (besides the lexical meaning of all items in it) en-
codes semantic structure and hence is itself meaningful. For instance,
interpreting the utterance “the yellow block to the right of you” re-
quires not only decoding the words for the categories involved but
also understanding what to do with them (e.g. transforming spatial
perspective). Acknowledging this fact, there is now a rich body of
research that goes beyond the formation of purely lexical communi-
cation systems and focuses on the self-organization of grammar, e,g
by using Fluid Construction Grammar [6, 27] as a formalism for rep-
resenting, processing and learning linguistic knowledge (see e.g [22]
and [33] for investigations into the emergence of case grammars for
expressing argument structure and [9] for self-organization of gram-
mars for aspect).

These approaches, while taking the complexity of grammar seri-
ously, fall short in two ways. First, they largely neglect, i.e. scaffold,
the problem of grounding representations in the real world, a neces-
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sary requirement for human-robot or robot-robot interaction. But sec-
ondly, they consider the domain of semantics static and fixed. That
is, while grammar and the syntactic system of language are seen as
adaptive and open-ended systems, meaning or semantic structure is
not. Now, if one sees language as an open-ended, adaptive system,
why would one stop and only consider the translation of semantic
structure into syntactic as an adaptive system? The reason is that the
necessary tools linking language to embodiment in the right level of
complexity are missing.

In this paper we report on the latest progress towards open-ended,
grounded semantics using a fully operational computational system
called Incremental Recruitment Language (IRL). We will discuss its
design choices using concrete examples from different semantic do-
mains, stressing its application in language production and interpre-
tation on artificial systems interacting in the real world. The work
presented here bases itself on substantial previous work. Key ideas of
the IRL system have been laid out by [21], and a first version of the
system was introduced by [25] with further advancements reported
in [32]. This article presents the current state of IRL and focuses on
its first widespread application to different semantic domains and in-
teraction scenarios.

2 SITUATED INTERACTION
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Figure 1. Example scene. Two robots autonomously perceive and act in an
office environment that contains different types of objects. Both robots

autonomously create world models reflecting the state of the environment
(see bottom left and right schematics), that include objects with spatial and

color properties, the carton boxes as well as the robots.

The notion of situated interactions and specifically of language
games has come to be a prime vehicle for researching communica-
tion in robotic systems. Language games are interactions of two or
more agents in the real world, with one of the agents having a par-
ticular communicative goal, for instance that the other agent points
to an object, agrees with the description of an event, performs an ac-
tion or a complex sequence of actions and so on. In this model of
communication agents use language to achieve certain ends. Hence,



language is seen as a tool and its development, adaptation and acqui-
sition are based on the concrete usage scenarios agents face in the
real world. Consequently, situated interactions necessitate a whole
systems approach, in which a multitude of systems typically stud-
ied in isolation, such as perception, action, semantics and syntax, are
operationalized and orchestrated in the right way. Another important
feature of such a setup is that noise and uncertainty are immediately
part of the problem and not a mere afterthought.
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Figure 2. The semiotic cycle is a model of situated communicative
interactions between two interacting agents.

Figure 1 shows an example of an encounter of two artificial agents
(we use humanoid robots [7]) that engage in a situated interaction.
Figure 2 shows the necessary processing steps for agents in such a
communicative interactions. One of the agents is the speaker, the
other the hearer. Both agents independently process sensorimotor
data stemming from the onboard cameras and proprioceptive sensors
in order to construct world models of the environment [20]. Based on
the particular communicative goal and the current state of the world
represented in the world model, the speaker conceptualizes a mean-
ing which is then rendered into an utterance by the language system.
The hearer parses the utterance to determine its meaning and inter-
prets it with respect to his current model of the world in order to
infer the speaker’s communicative goal and, for instance, perform a
desired action.

3 GROUNDED PROCEDURAL SEMANTICS

(bind selector ?sel-1 unique)

(select-entity ?topic ?set-31 ?sel-1)

(filter-by-color ?set-31 ?set-12 ?c)

(bind color-prototype ?c red)(filter-set-class ?set-12 ?ctx-2 ?class)

(bind object-class ?class block)(get-context ?ctx-2)

Figure 3. Semantic structure underlying the utterance the red block.

In order for a hearer to interpret an utterance, he has to apply the
meanings conveyed in the linguistic structure to his perception of
the context of the interaction. Consequently, a speaker who uses lan-
guage to achieve a certain communicative goal wants the hearer to
execute a program [10], i.e. a set of operations that allow the hearer
to, for example, discriminate an object in the environment or perform
an action. Thus we model semantics, i.e. what it is a speaker wants
the hearer to execute, as a program linking operations and data.

Let us start with an example. The meaning of the utterance
the red block is most likely a set of operations that will lead a
hearer of this utterance to first filter the context for blocks, fol-
lowed by the application of the color category red, in order to
arrive at the set of red blocks, which should only consist of a
single entity. A possible program, also called an IRL-network, is
shown in Figure 3. This network explicitly represents the chain
of the four operations get-context, filter-set-class,
filter-by-color and select-entity by linking their argu-
ments through variables (starting with ?). Semantic entities, which
represent concepts, prototypes or selectors (like unique in this net-
work) are introduced into the network with bind statements, as in
(bind color-prototype ?c red).

When such a program is evaluated, for instance by a speaker
to test the semantic structure with respect to the particular com-
municative goal of the speaker, or by a hearer in order to inter-
pret an utterance, the following happens. First get-context gets
the current world model from the perceptual processes that are
constantly monitoring the environment for events and objects and
binds it to the variable ?ctx-2. This is followed by the evalua-
tion of the filter-set-class operation, which filters the ob-
jects in the context using the class block to yield a set which
contains all the blocks in the environment. This set is bound to
the variable ?set-12. This variable is then input to the opera-
tion filter-by-color, which yields the set of red objects from
the input set. Hence, in ?set-31 now are all red blocks. Lastly,
select-entity checks whether in ?set-31 there is only a sin-
gle object, and if that is the case, will bind that object to the variable
?topic, which is the referent of the phrase the red block. Note that
the word “object” here refers to an agent’s private representation of
things he has perceived in the world and only indirectly refers to the
physical object which is the referent.

The story just told is not quite complete. As has been argued
elsewhere [21], language requires that semantic structure does not
encode control flow, but rather that data flows in all directions
and is computed where possible. For this, operations need to be
able to function in different directions. For instance, the operation
filter-set-class which has three arguments, computes a set
of blocks when given a set and the object class block. It is also, how-
ever, able to compute, given two sets, the object class most likely to
transform one set into the other. Moreover, when only passed a set,
it will compute pairs of object classes and sets that encode possi-
ble segmentations of the input set using all object classes known to
an agent. This multidirectionality of operations proves important for
dealing with missing items, for instance due to partial parsing of an
utterance, but it is also needed when constructing semantic structure.

Another important issue, not discussed so far, is that of ground-
ing. There are now many proposals of how agents can ground
lexicons and categorical systems in sensorimotor interaction with
the environment [3, 34, 23] and the mechanism discussed in this
paper are designed to allow such insights to be applied straight-
forwardly. For instance, the implementation of the operation for
filter-by-color is based on recent findings about how basic



color categories can be grounded in the sensor data streams of digital
cameras [24, 4]. Here, color categories are represented as prototyp-
ical points in color space and filtering a set of objects for a specific
color amounts to finding all objects that are closest to that category in
terms of their distance in the color space. Similarly, other grounding
mechanisms such as for events [16, 2] are easily instantiated in IRL
operations. However, note that IRL is agnostic as to what specific
cognitive operations are implemented as semantic building blocks –
IRL itself doesn’t provide any cognitive operations but rather pro-
vides mechanisms for combining them in compositional semantic
structures.

4 COMPOSITION

(identify-location ?topic ?objects ?spatial-cat)

(geometric-transform ?objects ?ctx ?reference)

(bind spatial-category ?spatial-cat left)(get-context ?ctx)

(identify-discourse-participant ?reference ?ctx-152 ?discourse-role)

(get-context ?ctx-152)
(bind discourse-role ?discourse-role speaker)

Figure 4. Semantic structure potentially underlying the utterance left of
you. This network consists of four different operations: get-context

introduces the current state of the world into the network,
identify-discourse-participant picks out the hearer robot from

the context, geometric-transform geometrically transforms the
complete context to the perspective of the hearer robot, and

identify-location applies the spatial category right and computes
the leftmost object from the perspective of the hearer.

There are two scenarios in which agents autonomously compose
semantic structure like that just described. In the first one, speakers
have a particular communicative goal and need to construct semantic
structure which is then processed by the language engine to compute
an utterance. This process is called conceptualization. In the second
scenario, hearers use their knowledge about the current context of the
interaction to actively reconstruct meanings from the potentially par-
tial structures parsed by the language system. We call this process in-
terpretation. Both cases are equally important and they both conceive
the process of building semantic structure as a heuristically guided
search process that explores the space of possible IRL-networks and
is driven by the agent’s particular goal, for instance in conceptualiza-
tion to discriminate a certain object.

In conceptualization, in other words while “planning what to say”
[26], a speaker searches for an IRL-network that, when executed by
the hearer, will reach a particular given communicative goal in a par-
ticular context. IRL-programs are constructed in an approach quite
similar to genetic programming [11]. The basic building blocks are
IRL-programs packaged into chunks and the search process progres-
sively combines chunks, hence IRL-programs, into more and more
complex semantic structures. Each built structure is immediately
tested for compatibility with the communicative goal of the speaker
(recall we are describing conceptualization), as well as the context.
Figure 5 shows an example of such a search process that has pro-
duced the program in Figure 4 for discriminating the red block in
Figure 1. This structure could be expressed by the utterance left of
you (which actually will prove problematic as we will see later).

The search process for ‘good’ semantic structure is guided by
many different heuristics, one being that the structure can be ex-
pressed using the language system available to an agent. Others are
more focused on the particular character of the communicative goal.
If the goal is to discriminate an object or event in the environment,
then it is beneficial to use more discriminative categories, i.e. cat-
egories that enlarge the distance between the topic and all other
objects in the context. Let us consider spatial language semantics,
where it has been shown that not only are there different ways of con-
ceptualizing spatial reality [12], but humans have a strong tendency
to combine discriminating spatial categories with salient landmarks
in order to construct utterances such as left of you [5].

Such principles can be implemented in IRL via scoring mecha-
nisms that are tailored to particular communicative goals. For in-
stance, the operation identify-location computes a location
from a source set and a category and assigns the result a score which
is based on how close (or similar) the identified location is to the
category prototype, compared to all other objects in the source set
This score, also called discrimination score, thus reflects how dis-
criminating the category is. The search process will then prefer those
semantic structures that yield highly discriminating categories. The
same holds for landmark objects, whose saliency also can be marked
using scores. IRL makes no specific claims about how to score se-
mantic structure; in fact, it is up to the user of IRL to implement these
heuristics. IRL is agnostic as to whether it can be used in discrimina-
tion scenarios, where language is used to discriminate an object in the
environment. Other scenarios are conceivable and will mainly differ
in the particular scoring mechanism applied. In fact many different
scoring mechanisms can happily coexist in agents.

Search is also applied in interpretation. If an agent is parsing
an utterance, then the same process of searching semantic struc-
ture is used by the hearer to reconstruct the meaning, i.e. the se-
mantic structure the speaker had in mind. There are three princi-
ple reasons as to why interpretation is a search process. First, lan-
guage transmission is inherently noisy. Language parsing in the real
world is subject to noise and words might be rendered unparsable
and consequently parts of the network might be missing. Second,
especially in open-ended interaction scenarios, an agent might not
know all the words and constructions used by the speaker, which
also leads to partial semantic structures. And third, human language
is in many cases ambiguous. Already the seemingly unproblematic
utterance left of you has two possible semantic structures underly-
ing it. One is left of you from your perspective, which is concep-
tualizing the hearer as an intrinsic frame of reference. The other
is left of you from my perspective, which uses the hearer as a rel-
ative frame of reference [12]. Consequently, these two possibili-
ties are represented by two different IRL-networks. For the first op-
tion the network is depicted in Figure 4. The second possible in-
terpretation can be obtained from that structure by replacing the
geometric-transform operation, which takes the robot and
transforms the context using the robot as intrinsic landmark, by the
operation geometric-transform-from-viewpoint, which
implements a relative transformation. However, looking at the scene
in Figure 1, the second interpretation does refers to one of the yellow
blocks obj-249 (in the hearer’s world model). The first interpreta-
tion refers to the red block obj-252 (in the hearer’s world model).
Whether or not the interpretation of semantic structure is ambiguous
in terms of reference depends on the particular communicative con-
text. For instance, when both robots view the scene from a similar
perspective both intrinsic and relative readings of the phrase might
lead to the same referent. However, it should be clear from the exam-



1 (1.00): initial

2 (5.00): get-context, identify-location

3 (7.00): geometric-transform, get-context, identify-location
6 (15.00): geometric-transform, 2 * get-context, identify-discourse-participant, identify-location

7 (17.00): filter-set-class, geometric-transform, 2 * get-context, identify-location, select-entity

4 (7.00): geometric-transform-from-viewpoint, get-context, identify-location

8 (15.00): geometric-transform-from-viewpoint, 2 * get-context, identify-discourse-participant, identify-location

9 (17.00): filter-set-class, geometric-transform-from-viewpoint, 2 * get-context, identify-location, select-entity

10 (20.00): geometric-transform-from-viewpoint, 2 * get-context, 2 * identify-location

11 (22.00): geometric-transform, geometric-transform-from-viewpoint, 2 * get-context, 2 * identify-location

13 (22.00): geometric-transform-from-viewpoint, geometric-transform-global-reference, 2 * get-context, 2 * identify-location

12 (27.00): 2 * geometric-transform-from-viewpoint, 2 * get-context, 2 * identify-location

5 (7.00): geometric-transform-global-reference, get-context, identify-location
14 (15.00): geometric-transform-global-reference, 2 * get-context, identify-discourse-participant, identify-location

15 (17.00): filter-set-class, geometric-transform-global-reference, 2 * get-context, identify-location, select-entity

Figure 5. The search tree involved in conceptualizing the semantic structure seen in Figure 4. From left to right, nodes represent progressively growing
programs combined from several chunks, which are each tried out and in some cases lead to solutions (green nodes).

ple that ambiguity is a ubiquitous feature of natural language.
IRL deals with ambiguity in a uniform way. Whatever structure the

language system is able to parse, IRL will actively try and reconstruct
sensible semantic structure that adheres both to the semantic struc-
ture provided by the language system and the particular communica-
tive context. The same scoring mechanisms as for conceptualization
will ensure that for example only structure that is discriminating for
a particular object (implicitly assuming that the speaker constructs
structure based on these principles) will be considered and the best
of all possible results is chosen as the interpretation of an utterance.

5 OPEN-ENDED SEMANTICS/ LEARNING
AND ADAPTATION

Search spaces quickly become intractable when multiple semantic
domains such as tense, aspect, mood and so forth are combined, be-
cause the number of possibilities for composing semantic structures
increases exponentially with the number of cognitive operations in-
volved. But grammar can help here, because it is a sophisticated tool
that highly structures human language in order to manage not only
the search space of possible syntactic structure [31] but perhaps more
importantly the vast space of possible conceptual structures. Parts of
meaning that are covered by a particular construction of a language
can be stored as a chunk and from then on be used as an atomic unit in
composition. From this perspective grammar reflects a deep seman-
tic bias towards using certain semantic structures, one of the main
claims in cognitive linguistics (see [13] for insightful investigations
into the cultural diversity of spatial conceptualization).

For example, in Russian every verb is marked by an Aktionsart and
tense. In IRL, a linguistic construction for verbalizing events would
be accompanied by a chunk that includes the temporal relation to the
moment of speaking or hearing (tense), as well as the highlighting of
a specific portion of an event by an Aktionsart (see Figure 6 for an
example).

There are two main reasons why using chunks is beneficial. The
first is that chunks can interact tightly with grammatical structure. As
another example, the network in Figure 7 reflects the meaning con-
straints for a transitive construction, which essentially needs some
agent, patient and event (the verb). This structure does not, however,
constrain what the particular agent, patient or event is that fills the
open variables. Figure 8 shows a network that was constructed using
such a ‘transitive’ chunk by combining it with other chunks, for in-
stance the semantic structure of a determined adjective noun phrase

(bind event-role ?role agent)

(filter-by-event-role ?target ?set-123 ?agent ?role)

(profile-by-aktionsart ?set-123 ?set-31 ?akt)

(filter-by-allen-relation-to-now ?set-31 ?set-12 ?temp)

(filter-by-event-type ?set-12 ?ctx-2 ?ev-type)

(get-context ?ctx-2)

Figure 6. A chunk that contains a network of operations underlying
intransitive verbs in languages that require speakers to mark tense and

Aktionsart (potentially also aspect).

and a common noun. The second reason is that readily made structure
dramatically reduces the search space. If a structure like the one final
structure in Figure 8 is constructed from scratch using only simple
operations, the search tree would have a search depth of eight (es-
sentially one step in depth per operation). However, every time an
operation is added to a program, it can be linked to the current struc-
ture in multiple ways, which leads to an explosion of nodes on every
layer of depth. Hence, the system soon has to deal with a wide search
tree, where every node will be executed and tested against the con-
text. Consequently, using chunking dramatically increases the per-
formance of the system, even in simple examples.

Chunking is possible in IRL because of two concepts touched
upon earlier: the data flow representation of programs and the mul-
tidirectionality of operations (see Section 3). These two tightly in-
tertwined concepts form the basis of chunking. In parsing, semantic
structure such as in Figure 3 can be completely computed by the
grammar engine, including all semantic entities, via bind statements
and so forth. Hence, when executing this structure against the context
most of these filtering operations will be passed input sets, as well as
prototypes, object classes and the like. Their job in this case is to
apply these categories and object classes onto the input set. On the
other hand, in conceptualization the information about the particular
discriminating classes and prototypes actually needs to be computed.



The chunk here only specifies the operations and leaves the concrete
adjective, e.g. red or blue, underspecified and the operations are typ-
ically computing output-set-prototype pairs in order to provide hy-
potheses about possibly sensible meaning with respect to the current
communicative goal.

So what about open-ended adaptation then? In lexicon formation
studies, open-ended semantics refers to the fact that the number of
prototypes, categories and names are not a priori fixed in the invento-
ries of the agent, but rather that agents self-organize their categorical
segmentation of the sensorimotor space based on success in com-
munication. This idea has led to convincing insights that have been
readily incorporated by IRL and successfully applied in lexical de-
velopment scenario. Ergo, the system can incorporate ideas present
in the community on lexical development and adaptation and lever-
age results. But, the system allows for adaptation on a different level
as well. With IRL agents are able to autonomously evolve seman-
tic structure itself, i.e. the linking of operations. The basis for this
kind of adaptation is set with the basic structure of chunks and their
entangled use in conceptualization and interpretation. In conceptu-
alization agents naturally build semantic structure, hence they can
easily store parts of the conceptualized structure. The same holds
for interpretation, where chunks can be not only used, but also con-
structed from interpretation search trees. Moreover, when building
conceptualization and interpretation search trees, agents know which
chunks were used in the creation of a particular network. Hence,
chunks can be independently rated and scored based on their usage
in networks and based on the success of such networks in commu-
nicative interactions. To that end, chunks feature a score, which re-
flects their success. Moreover, since structure is represented explic-
itly in IRL-networks, graph-based similarity measures can be used
to guide analogy and generalization learning operators which further
compress structure and extract significant parts. Such extracted and
compressed networks can immediately become chunks in their own
right.

6 DISCUSSION AND CONCLUSION

We have already touched upon different domains where the presented
approach has proven useful. Studies have been conducted and are
currently underway to model syntax and semantics of Russian verbs
and event structure, as well as on the co-evolution of syntax and se-
mantics in spatial language [19]. Moreover, the system is used to ex-
plore issues of grounding and computational modeling long missing
from certain traditions in cognitive linguistics such as image schema
theory. All these studies for the first time unite perception and lan-
guage processing while grounding increasingly complex syntactic
structure within an integrated system framework that is connected
to the real world

There is another important observation related to the discussion in
this paper. Ultimately the system was developed with a particular us-
age scenario in mind, namely to fill the gap between perception and
language (see Figure 2) in the processing of situated interaction given
certain communicative tasks. This is a rather general use case which
in principle relates to a large array of applications from human-robot
interaction to robot-robot interaction and computational models of
the evolution of language. Hence, it should be noted that the sys-
tem can be used to study ontogeny, i.e. developmental artificial sys-
tems [8], equally well as phylogeny, i.e. evolution of language [19].
Moreover, different levels of adaptation are conceivable, from sys-
tems that start with completely empty semantic inventories to hand-
crafted scenarios in which the grammar as well as semantics are pro-

(bind event-role ?role-1 actor)

(filter-by-event-role ?ev-set-2 ?ev-set-1 ?ref-1 ?role-1)

(bind event-role ?role-2 patient)

(filter-by-event-role ?ev-set-3 ?ev-set-2 ?ref-2 ?role-2)

(filter-by-event-type ?ev-set-1 ?ctx-3 ?ev-type)

Figure 7. IRL-network of a chunk that is the meaning of a ‘transitive
construction’, which is a grammatical rule that requires an event and two

participants: actor and patient. Note, this basic distinction between the event
participants is typically referred to as agent and patient or actor and

undergoer. Here, however, we call it actor and patient to avoid confusion
with the other use of the word agent in this paper. The operations in this
network filter the context for events of a specific type as specified by the

verb (filter-by-event-type), followed by filtering operations for a
specific actor event participant, followed by the filter for a specific patient of
that event (both represented by filter-by-event-role and particular
bind statements). Figure 8 shows a concrete meaning constructed using this

chunk, which can be verbalized by using a transitive construction.

vided by an engineer, for instance to develop human-robot interaction
systems.

IRL is meant to be tightly integrated with a grammar engine. In
our experiments we rely on Fluid Construction Grammar [6, 27] as a
formalism for processing language, but other approaches can be used
as well. Nevertheless, it should be mentioned that most ideas pre-
sented here are rooted in usage-based theories of language and neces-
sitate a tight syntax-semantics interface. For instance, IRL-networks
as hinted in the discussion of Figures 7 and 8, IRL-networks can
have a quite direct mapping to syntax and desirably language is well-
integrated with the representations constructed on the semantic side.

The oldest and in some sense most similar system to what we have
presented here is Winograd’s SHRDLU [35], which however misses
the key aspects of grounding, active interpretation and conceptualiza-
tion as a search process. Other work such as [1, 17] focuses mostly
on lexical meaning. Some approaches have taken more general ap-
proaches e.g. to event structure [14] but stay mostly tied with that
particular domain. One of the few approaches talking about objects
and events in the same framework is [15], which is comparable to
ours, but so far has been a theoretical proposal only.

This paper has presented recent progress on a computational se-
mantics system that supports open-ended, grounded communication.
We have shown how the system can be used to tackle different se-
mantic domains, e.g. space, event structure, time and Aktionsarten.
Furthermore, current and potential future applications of the system
were explored.
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(select-entity ?ref-2 ?set-21 ?sel)

(bind selector ?sel unique)

(filter-by-color ?set-21 ?set-14 ?c)

(filter-by-event-role ?ev-set-3 ?ev-set-2 ?ref-2 ?role-2)

(bind color-prototype ?c red)

(filter-set-class ?set-14 ?set-10 ?class)

(bind object-class ?class block)(bind individual ?idv-1 jack)

(filter-by-individual ?ref-1 ?ctx-2 ?idv-1)

(filter-by-event-role ?ev-set-2 ?ev-set-1 ?ref-1 ?role-1)

(bind event-type ?ev-type walk-event)

(filter-by-event-type ?ev-set-1 ?ctx-3 ?ev-type)

(bind event-role ?role-1 actor)

(bind event-role ?role-2 patient)

Figure 8. Semantic structure underlying the utterance Jack pushes the red block, which is constructed using the chunk in Figure 7 (highlighted in red), but
also using chunks for what could be called a determined color adjective noun phrase (here marked in blue) and a common noun (marked in green). For clarity

reasons get-context was omitted, but essentially variables starting with ?ctx- are linked to that operation.
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